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INTRODUCTION

Issues pertaining to financial stability have oagain become the focus of interest among
academics and regulators following the global foiah crisis of 2007/08. The crisis
unveiled a series of inadequacies in the finan@gllatory system, like the problem of
procyclicality and the shortcomings of a micropmiikd approach to regulation. In the
aftermath of the crisis, regulatory reform effdnsve focused primarily on establishing a
more comprehensive, macroprudential alternative Bswio, 2003, for an early analysis of
macroprudential regulation; De Nicolo, Favara & mafski, 2012, provide a post-crisis
assessment).The ultimate aim of this post-crisit shattitude is the development of a
regulatory system with a capacity to detect bupd-in systemic riskex-antethat would
enable regulators to act preemptively.

Systemic risk and financial stability are often disaterchangeably and have become
somewhat of a catch phrase following the globaaritial crisis. Despite the apparent
ubiquity of the term, however, systemic risk hasundied definition to date. Nonetheless,
the scope of the literature dealing with the problef systemic risk has been steadily
growing in the years prior to the global finanaakis and has received additional impetus
in its aftermath. Early theoretical models of banks and contagion that are based on
general equilibrium theory (see Diamond & Dybvig)8B) have been subsequently
upgraded to accommodate more complex financiaktsires and simulate empirically
observable phenomena, like liquidity spirals ($eegexample, Brunnermeier & Pedersen,
2009). At the same time, systemic risk literatues Hbeen increasingly branching out,
incorporating various alternative methodologicabnfieworks. The contribution of
Eisenberg and Noe (2001), for example, has bednemtial in the development of
contagion models that are based on network theory.

A growing number of empirical and theoretical papgeek to address the issue of proper
systemic risk measurement in particular. Recenmtbppsed methods that aim to quantify
the contribution of individual financial institutis to systemic risk include: Adrian and
Brunnermeier’s (2011) delta CoVaR (henceforiiCoVaR) approach that is an extension
of the Value-at-Risk (henceforth VaR) methodologgharya, Pedersen, Philippon and
Richardson (2010) propose the systemic expectedfah@approach (henceforth SES) that
is based on the marginal expected shortfall (ME8jhwdology. The latter features as one
of the variables in Brownlees and Engle’s (201 2¢eyic risk index (henceforth SRISK),
while Huang, Zhou and Zhu (2009) propose the disté insurance premium (henceforth
DIP) approach that utilizes data on credit defavitap (CDS) premia to determine
systemic riskiness of financial institutions.

Empirical methods listed above have so far mos#grbapplied to the US financial
system. Gauthier, Lehar and Souissi (2012) useowsrisystemic risk measuring
1



methodologies to analyze the Canadian financialesys Lopez-Espinosa et al. (2012)
employ the CovVaR and MES methods to analyze systemsk drivers of large
international banks. Despite the fact that somepean economies experienced profound
build-ups in systemic risk in the pre-2008 peritite scope of quantitative inquiries into
systemic risk contributions of Eurozone banks idyféimited. Acharya and Steffen (2013)
analyze the European banking sector using the MEgadology. Engle, Jondeau and
Rockinger (2012), on the other hand, focus on ttuader European financial system,
which includes banks, insurance companies, reatestompanies and financial services
companies, and employ the SRISK approach.

Given the severity of the problem in some Eurozooentries, where threat of systemic
failure prompted state interventions on an unprectatl scale, the issue of financial
institutions’ contributions to systemic risk thuesnrains relevant. | use a combined
theoretical-empirical approach to provide a broadraew of the key issues pertaining to
financial stability and systemic risk managemerd analyze systemic risk contributions
of banks in the Eurozone. The aim of the mastérésis is therefore twofold. First, |
present the pertinence of the ongoing, post-cebift to a macroprudential regulatory
regime, by analyzing the major flaws of the micrafential approach and reviewing the
extensive literature on systemic risk measurentetond, | produce an empirical analysis
of systemic risk contributions of Eurozone bankeagsheACoVaR method of Adrian and
Brunnermeier (2011). Specifically, |1 analyze thedidependent evolution of VaR and
ACoVaR of 46 Eurozone banks using the DCC GARCH)(fn&del proposed by Engle
(2002) and construct a systemic risk ranking ofogane banks. To this end, | use daily
bank stock return data spanning Januafytd December 31 from the Datastream
database. In addition, | incorporate quarterly hedasheet data for 44 Eurozone banks
form the Bloomberg database and analyze the effe®aR, beta, size, and leverage on
ACoVaR using fixed and random effects panel dataeisodlitest three hypotheses:

* Hypothesis 1. Bigger Eurozone banks, measured by total assets,ltigherACoVaR
* Hypothesis 2: Eurozone banks with higher leverage have higi@@rVaR
* Hypothesis 3: Eurozone banks with higher stock beta have higigoVaR

The master’s thesis is structured as follows. enfitst part, | briefly review the concept of

financial instability. | discuss the pitfalls ofetpre-crisis regulatory approach, specifically
the issues of procyclicality of bank capital reguia and the shortcomings of the

microprudential regulatory framework. In the secqadlt, | present various definitions of

systemic risk and review the literature on systens& measurement. | subdivide the
literature into four categories: 1) models of bamks and contagion, 2) network models, 3)
models of individual contribution to systemic riskad 4) alterative models. In the third
part, | perform an empirical analysis of systenms& icontributions of Eurozone banks and
systemic risk factors. | briefly summarize my fings in concluding remarks.
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1 FINANCIAL INSTABILITY

The shockwaves unleashed by the global financisiscand the European debt crisis that
followed in 2010 uprooted many commonly held bsligegarding global systemic
fragility. In the few years that separated the tgsof the dot-com bubble and the
onslaught of the 2007/08 crisis, systemic risk iaveloped economies appeared
permanently subdued. The threat of a major systemreat on a global scale was deemed
remote. IMF (2007), for example, concluded thainsgigant spillover effects from the
deteriorating US subprime mortgage market werekahlimere months before the market
began to fully unravel. Similarly, Bertram, BrowndaHund (2007) estimated that pre-
crisis global systemic financial risk was low.

A general revival of interest in financial stabjilinormally follows major financial
calamities as individuals seek to explain the caasa implications of the latest crisis. An
abundance of historical post-crisis responses {se@xample, Ferguson, 2009) indicates
that financial instability continues to pose somatvbf an epistemological challenge to
researchers. The debate on what causes financénsy to swing from periods of
exuberant optimism to near implosion is yet to kedinitively settled. Furthermore,
financial theory is divided on the issue of whettiexr question of financial instability is at
all relevant. Orthodox financial theory (see, fotample, Malkiel, 2007) posits that
financial markets are inherently efficient. Sigo#nt aberrations in such a framework, like
asset price bubbles that eventually burst durirgctisis of 2007/08, are therefore highly
improbable, if not impossible. On the other harlteraative theoretical frameworks, like
behavioral economics (see, for example, Shillef520suggest that financial markets are
generally not efficient. They attribute financiabtability to bounded rationality of market
participants, whose sometimes erratic behaviorlead to increased market volatility and
asset price bubbles.

The severity of the 2007/08 crisis dispelled thettmghat the financial sectors of the
world’s most developed economies were inherentlyust. This widely held belief (a
prominent example is Greenspan, 2004) was pardgipated on banks’ ability to reduce
their overall riskiness by transferring some of tisk& to other financial institutions. These
novel risk management practices were made posbipla variety of new instruments,
including credit derivatives. The negative sidesef$ of this development, most notably
the dramatic increase in bank leverage and theifgnation of opaque securitized
instruments, however, went largely undetected. &hsuing collapse therefore raised a
series of issues regarding the adequacy of presdmsancial regulation that falls in the
microprudential domain. Furthermore, the crisisesded that regulators failed to detect
massive build-ups in systemic risk and were ovaraililling to impose more stringent
limitations on banks’ aggressive risk taking pagi(see Admati & Hellwig, 2013, for a
critique of common misconceptions regarding prsisiibanking regulation).
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The highly volatile nature of finance has intriguegearchers since the dawn of modern
capitalism. Bagehot (1873) was a pioneer in idgmgf the underlying causes of financial
instability as both endogenous and exogenous phemanin his view, liquidity panics and
consequent banks runs were caused either by bdaketaor by unfavorable events like
poor harvests and political turbulence that undeeaiithe quality of credit, i.e., the
public’s trust that banks would be able to meet deenand for currency. In order to
prevent liquidity panics from evolving into fulldslvn financial crises, Bagehot (1873)
proposed that central banks should assume theftie lender of last resort.

The main body of research on financial instabilitgs produced following the Great
Depression. The key contribution is Fisher's (198&bt-Deflation Theory of Great
Depressionsthat centers on over-indebtedness as the maigetrigf depressions. A
combination of falling asset prices and mass deteieg stoke the panic and serve as a
propagation channel that fuels the depression. aeg to Fisher (1933), chronic over-
indebtedness that eventually unravels in a downwpi@l of deleveraging and deflation is
usually the result of new investment opportunitiés.stipulates that business ventures that
promise above average rates of return but evegtgallbad are made possible by low
interest rates and easily available credit.

Building on Fisher’s theory of great depressiona ikeynesian framework, Minsky (1982)
develops the financial instability hypothesis. Tkey insight of the hypothesis is the
decreasing sustainability of credit financing dgria period of economic expansion.
According to Minsky (1982), capitalist economieshiét upward instability. The cycle
begins with businesses increasing the amount of wefinance investments during an
economic boom. This development is accommodatedthay loosening of lending
standards, as past financial commitments are iablrimet during the boom phase of the
business cycfe The structure of businesses’ financial arrangeéseonsequently evolves
from conservative, where firms’ cash flows excekdirt debt payment obligations, to
speculative. In the final stage of the cycle, filaharrangements become reminiscent of
Ponzi schemes, as firms can only continue to miadie tebt payments by acquiring more
debt. By this point, a credit fueled expansionaslanger sustainable and eventually ends
in a debt deflation as debtors become unable td thee commitments and banks restrict
lending.

Mainstream economic theory treats the amplifyindeaf of bank credit activity on
economic cyclicality as a particular feature oformhation asymmetries in credit markets.
The theoretical framework that has since emergedils® known as the financial

! Berger and Udell (2003) provide empirical supgortthe assumption (the institutional memory hyesik)
that bank lending behavior is highly procyclicag.j that banks lend too much during a boom andtdoh
lending during a downturn, effectively amplifyingdiness cycle fluctuations.
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accelerator approach. Bernanke and Gertler (1980gxample, construct an overlapping
generations model in which borrowers’ net worth hfies business fluctuations. Frictions
in the model are introduced through auditing cdbiat are imposed on a group of
borrowers. The ensuing model dynamics produce tloelerator effect. Kashyap, Stein
and Wilcox (1993) investigate the significance bk tbank lending channel in the
transmission of monetary policy and focus on thermaction of the financial system to
monetary shocks. They identify the imperfect subtgtbility of bank assets (loans and
securities) and corporate liabilities (bank loamsl anon-bank sources of funding) as
necessary conditions for monetary policy to havengpact on economic activity through
the credit channel.

Similarly, Bernanke and Gertler (1995) find thatttbdhe bank lending and the credit
channel play a significant role in explaining ttiieet of monetary policy on real economic
activity. Kiyotaki and Moore (1997), on the otheandl, introduce endogenous credit
constraints into a dynamic equilibrium model, whired is the main asset as well as a
source of collateral. By imposing a credit constirain some firms, exogenous shocks to
the model that cause net worth of firms and theepof land to fall, become amplified and
more persistent. The latter suggests that creditkebafrictions produce a dynamic
multiplicative effect that spills over to the resdonomy.

The main drawback of financial accelerator mode¢swbssed above is the fact that the
underlying drivers of financial distress are stiltraneous to the models themselves. The
models focus primarily on the amplification rolefofancial systems following exogenous
shocks, rather than modeling financial instab#éibidogenously. To Cecchetti, Disyatat and
Kohler (2009), the absence of properly modelednfoie instability and financial crises is
one of the major problems of modern macroecononticgerms of their macroeconomic
effects, financial crises are far from benign. Majaancial turmoil has been shown to
have a considerable negative effect on economfoieancé and tends to undermine the
stability of public finances Given that financial crises occur too reguladybe dismissed
as unimportant or unlikely, Cechetti et al. (20@6hclude that incorporating endogenous
financial instability into the modern macroeconomodeling and policy framework is
essential going forward.

Overall, the fragility of financial systems is egitt from the tumultuous history of modern
finance, which is replete with episodes of sevanaricial distress. Despite the diverse
array of periods and regions that have experierfcehcial calamities in the past,

Kindleberger and Aliber (2011) argue that the gpatcause of all financial crises can be

2 According to Hoggarth, Reis and Saporta (2002jkivay crises are particularly costly, resultingan
average annual output loss ranging from 15-20%[@P @ both developed and developing economies.

% The European Commission (2012a) estimates thatothé amount of state aid committed to bailing out
financial institutions in the EU between Octobef2@nd October 2011 reached 4.5 trillion EUR, whgh
equivalent to 37% of EU GDP.
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traced back to the unstable nature of credit fimandn their view, most financial crises
unfold as self-fulfilling prophecies. Invariablyyery financial crisis has essentially the
same common denominator. A crisis is triggered wadarge number of debtors in an
economy become unable to meet outstanding finanoihmitments following an
unsustainable credit expansion. A similar viewrsvided by Reinhart and Rogoff (2009),
who argue that historically, all financial crise® dundamentally the same. Specifically,
excessive growth of either sovereign or privatéa@etebt represents the underlying cause
of an overwhelming majority of financial crises.

The accumulation of debt during the boom phasehefliusiness cycle is therefore the
main driver of systemic risk. Significant debt dvangs eventually become the biggest
threat to financial stability, once an economy entfie bust phase of the cycle. Jorda,
Schularick and Taylor (2012) provide empirical ende that crises tend to be more severe
following periods of fast credit expansion. Furthere, they show that recessions tend to
last longer and are generally deeper the higherdtes of pre-recession credit growth.
Borio, Furfine and Lowe (2001) also hold that therease in the risk premium following a
transition from an economic expansion to recess@imply a realization of accumulated
risks. Increased systemic risk that is manifestegyistemic events, like numerous bank
failures, is therefore primarily the result @t-antedevelopments in financial markets and
the macro economy.

In the two decades predating the outbreak of tbéajlfinancial crisis of 2007/08, most
empirical work on the subject of financial stalyiliand systemic risk focused on
developing economies (see, for example, Kaminskyetnhart, 1999; Bertram, Brown &

Hund, 2007). The interest in developing economiefects the fact that they were
particularly susceptible to severe financial crigeg. the Latin American crises in the 80’s
and 90’s, the East Asian crisis of 1997, the Russigsis of 1998, and the Argentinean
crisis of 2001). During the same period, most dayedl economies of the world, excluding
Scandinavian countries and Japan, were experieagimglonged period of reduced output
and inflation volatility with only a few short-liekrecessions.

The period from the mid 1980’s to 2007 eventuallgcdme known as the Great
Moderation in the USA (Bernanke, 2004). At the sam®e, innovations in credit risk
management ostensibly improved the risk bearingagpof individual banks, but global
financial regulators failed to detect the conterapeous build-up in systemic risk.
According to Nijskens and Wagner (2011), new cradit transfer instruments in the form
of credit default swaps (CDS) and collateralizednloobligations (CLO) did enable
individual institutions, mostly banks, to reduceithndividual risk. Nonetheless, new risk
management tools simultaneously increased the lbvesta of the financial system by
providing incentives for unbridled growth of levgea



The financial crisis of 2007/08 therefore playedagalytic role in revealing the fault lines
within the global financial regulatory frameworkathproved highly procyclical and had a
significant impact on the depth of the recessiomo particularly contentious regulatory
mechanisms that had a negative systemic effectnéeenational bank capital adequacy
standards that are colloquially referred to as Batandards and the microprudential
approach to financial regulation that was ubiqutqarior to the crisis (I analyze the
difference between microprudential and macroprudemolicies in chapter 1.2). The
severity of the 2007/08 downturn was additionalypdified by a credit crunch, as banks
restricted lending in order to maintain adequagatahratios. In an environment of falling
asset prices and rising default rates, such a msgpmcreased the strain on the macro
economy and further eroded the capital base ofsank

The Basel Committee on banking Supervision (2020&0b) introduced the new Basel Il
international capital accord in 2010 that is tofolly implemented by 2019. The new
standard includes provisions aimed specifically liatiting excessive leverage and
increasing minimum capital requirements for barikse Basel Committee on banking
Supervision (2011b) also issued an assessment dudtlyy for quantifying and managing
systemic risk by imposing additional capital requients on global systemically important
banks. Simultaneously, financial regulation is et increasingly macroprudentialy
oriented, i.e., shifting towards more rigorous egst risk management practices that aim
to stabilize the entire financial system. This fige a departure from the microprudential
approach that focuses primarily on individual ingtons. The shift to a more
comprehensive regulatory framework has been accomgdy the development of new
quantitative tools that enable regulators to assessgributions of individual financial
institutions to systemic risk.

1.1Procyclicality of bank capital regulation

The procyclical behavior of financial systems cavéna considerable effect on financial
stability due to positive feedback effects. Promgadity is usually manifested as excessive
risk-taking during economic booms that results teeper downturns. A strong link
between macroeconomic and financial activity doppear to exist and is empirically
observable. Borio et al. (2001), for example, shiost developed economies exhibit strong
positive correlation between economic activity, swad by the output gap, and financial
indicators like private credit growth and asset@si Bank provisioning, on the other hand,
is strongly negatively correlated with the outpaipgsince provisions tend to increase
during recessions.

The procyclicality of financial systems is driveg B mixture of exogenous factors, like
current macroeconomic trends, and endogenous $actike excessive optimism or
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pessimism of financial institutions (institutionalemory hypothesis) and financial market
frictions (financial accelerator theory). An addital endogenous source of procyclicality
is the international capital adequacy framework thas been shown to encourage the
procyclical behavior of banks in particular.

In an effort to consolidate international capitdequacy rules and improve the stability of
the global banking system, the Basel Committee ankiig Supervision released the
International Convergence of Capital Measuremeit @apital Standards in 1988. The
Basel | standard introduced three key componemtageessing capital adequacy of banks:
1) definition of tier 1 and tier 2 (or supplememjacapital, 2) determination of the
appropriate level of capital for different assedegaries using the risk-weighting approach,
and 3) setting a minimum capital adequacy rati@%ffor total risk-weighted assets, with
a minimum core capital ratio requirement of 4%.

The risk-weighting framework of the Basel | startimrcludes five risk-weights (0, 10, 20,
50 and 100%) that are applied to various typesseéts based on their perceived credit
risk. Such methodological simplicity of Basel | wasmarily motivated by the desire to
create a level playing field for banks. This emdildesigning international capital
adequacy standards that would transcend specifionah regulatory and accounting
practices in order to limit regulatory arbitrdge

A risk based approach to capital adequacy reguaifobanks was deemed preferable to
simple uniform capital ratios on an individual filevel (see, for example, Rochet, 1992).
Nonetheless, system-wide implications of new capitiequacy standards were less clear.
Using a simple macroeconomic model, Blum and Hell{1995) show that a rigid
application of capital adequacy standards can trésuhcreased procyclical behavior of
banks’ lending policies. This in turn makes credlitivity highly dependent on banks’
equity levels. Blum and Hellwig (1995) further aegthat capital adequacy standards can
force banks to mitigate the impact of low assetiret by restricting credit activity. The
result is a self-reinforcing cycle of falling integent demand and rising default rates that
further undermine banks’ equity levels. A scranmtbleneet capital adequacy requirements
by a large number of banks in a depressed ecoramriconment can therefore amplify the
magnitude of initial shocks and produce a procwtlaffect.

Potential procyclical effects of the Basel | standaere therefore already an issue by the
time it was fully implemented. Still, the comprekbas@ revision of the standard that
followed in 2004 did not directly address the qimesbf bank capital regulation’s impact
on business cyclicality. By making the risk-weigilgtimethodology more dependent on

4 Jones (2000) notes that the transition to dtiginate-to-distributemodel of banking, made possible by
financial innovations like securitization, enableainks to engage in regulatory capital arbitragiowang
the introduction of Basel |. Securitization enablemks to lower the regulatory measures of riskhefr
portfolios without reducing their actual exposures.

8



procyclical parameters, like external credit rasingthe problem became further
exacerbated. The Basel Il standard of 2004 (Basehr@ittee on Banking Supervision,
2004) significantly expanded the scope and scategilatory oversight. It introduced the
supervisory review process (second pillar) and etadiscipline (third pillar) in addition to
upgrading minimum capital requirements (first pillaf Basel | to include market and
operational risk (see Table 1). The minimum capiéguirement remained unchanged at
8% of risk-weighted assets. An important methodicgchange involved the credit risk-
weighting approach of Basel | being supersededhey Standardized and the Internal
Ratings Based (IRB) approach. The Basel Il stantadi been gradually phased-in on a
global level following its launch in 2004.

Table 1:The Basel Il framework

The first pillar:
Minimum capital requirements

Credit risk Market risk Operational risk
* The Standardized * The Standardized * The Basic Indicator
Approach Approach Approach
* The Internal Ratings * The Internal Models * The Standardized
Based Approach (IRB): Approach (VaR) Approach
o foundational e Advanced Measurement
o0 advanced Approaches

The second pillar:
Supervisory review process

The third pillar:
Market discipline (disclosure requirements)

Source: Basel Committee on Banking Supervisiorriatgonal Convergence of Capital Measurement and
Capital Standards, 2004.

The arrangement under Basel Il provides banks thighoption to choose the credit risk
weighting methodology that best corresponds tortlasset portfolio structure and
complexity. The Standardized Approach, which isuggrade of the Basel | standard,
includes 6 risk-weights or buckets for differentegpories of assets. Individual weights
depend on counterparties’ credit ratings that amviged by external credit assessment
institutions, like credit rating agencies. This reakhe Standardized approach more risk
sensitive than Basel I, according to the Basel Cataenon Banking Supervision (2006),
because risk buckets are redefined to reflect teng-credit quality of counterparties.



According to Altman and Rijken (2005), credit ratiagencies mostly employ the through-
the-cycle (TTC) method for determining credit rg8n because it provides both rating
stability and a fairly accurate estimate of fututefault probabilities at the cost of

neglecting short-term changes in credit risk. Aeralative to the TTC method is the point-

in-time (PIT) method that is timelier and overalhrre accurate short-term predictor of
default probabilities. Altman and Rijken (2005) oep that credit rating agencies

rationalize their preference for the TTC method HRs:catering to investors, who are

reluctant to rebalance their portfolios followimgciemental changes in risk, 2) catering to
regulators that aim to maintain financial stabjlij;d 3) reputational considerations, since
a highly volatile rating regime would compromisedit rating agencies’ credibility.

Despite the inherent countercyclical design of T#&C method, the severe downward
pressure on credit ratings during the worst offthencial crisis revealed that TTC-based
credit rankings are not impervious to sudden dremwitanges. As shown by Kiff, Kisser
and Schumacher (2013), wide-spread use of the T&@od can result in rating cliff
effects. A gradual adjustment of credit ratingsdmees untenable during a deep financial
crisis and can force credit rating agencies to dpatie by multiple notches at a time. By
doing so, credit rating agencies using the TTC ogttfailed to meet any of their own
criteria outlined by Altman and Rijken (2005) duithe crisis of 2007/08. On the other
hand, banks estimating probabilities of default YPRsed on the TTC method failed to
keep their lending activity stable. Ultimately, darscale credit rating downgrades had a
pronounced procyclical effect. They were usuallifofwed by asset price declines and
forced Basel Il compliant banks to increase thapital base during a period of
unprecedented market turmoil.

As an alternative to the Standardized approachksean opt for the IRB approach under
Basel II. Minimum capital adequacy under the IRBtmoeology is defined as the capital
level needed to cover extreme losses that are a&stimusing VaR. Total losses are
comprised of expected (EL) and unexpected (UL) dsssAccording to the Basel
Committee on Banking Supervision (2004, 2005), kaiake required to adequately
manage expected losses (EL) with appropriate ponisg and reserve policies.
Unexpected losses (UL) are managed using creditwésghting that is based on four risk
parameters: probability of default (PD), exposutedefault (EAD), loss given default
(LGD) and maturity (M). Under the foundation IRBpmpach, banks asses PD using their
own internal models, while data on other risk pagtars is provided by regulators. Under
the advanced IRB approach, banks are requiredoada their own estimates of all 4 risk
parameters, subject to regulatory approval.

The Basel Committee on Banking Supervision (201@aknowledged the problem of
procyclicality of the Basel Il standard. Yet thisvehside was deemed unavoidable within a
framework of risk-sensitive capital adequacy regmients. As a remedy, Basel Il does
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include provisions that are designed to mitigate gtocyclical effects. Key measures
include the requirement that banks provide estisafetheir PDs using the TTC rather
than the PIT method, the introduction of the comoafpdown-turn LGD that exhibits
greater stability over the business cycle, andgairement for banks to perform regular
stress tests.

One of the main drawbacks of the IRB approach aesfdict that appropriate capitalization

of banks is determined based on a single confidenad. A setup of this kind stimulates

procyclical behavior of banks. As argued by Kashgafd Stein (2004), an adverse event
that is more extreme than the chosen confidenaa lewlies, can result in a significant

risk increase in the credit portfolio. Higher citedsk directly relates to higher capital

charges, which can force banks to lower their enpEssand tighten the credit supply.

The IRB approach is therefore rather inflexible ribg recessions banks are likely to meet
the capital ratio requirement by limiting the safetheir risk-weighted assets (RWA). The
alternative, raising additional equity, is usualy more cumbersome during economic
downturns. Consequently, credit activity is likely contract, producing a procyclical
effect. As a potential remedy, Kashyap and SteDdD42 promote the use of a greater
number of risk curves as a more suitable alteradtivthe single-risk-curve method of the
IRB approach. They also suggest greater flexibitifythe minimum capital adequacy
standard. Such an arrangement would enable banl®sver their capital ratios during
economic downturns and dampen the procyclical effec

Altman, Brady, Resti and Sironi (2005) identify tmpirically observable and significant
negative correlation of default rates (realized P&rsl recovery rates (LGD and recovery
rate of an asset, a loan for example, sum to Jgnaadditional source of procyclicality
under the IRB approach. The cycle-amplifying medanworks through banks’ PD
estimates that increase during recessions, whilevezy rates tend to decrease. Banks’
credit losses consequently swell-up and their ahpguirements increase. Due to the lack
of flexibility of the IRB approach, banks respong lbmiting credit activity, in order to
maintain adequate capital ratios, which furtherrdspes economic growth. Reciprocally,
as a result of falling capital requirements and tefault rates (high recovery rates), banks
tend to oversupply credit during periods of higloremmic growth. This in turn provides
additional stimulus to the economy and can leagizeable debt build-ups.

Depending on the model banks use to estimate EBiesnd UL under the IRB approach,
Altman et al. (2005) find that the severity of puial stress events can be underestimated
by as much as 30%. This discrepancy stems frorfatitehat correlation of recovery rates
and default rates is usually neglected in a crddR model. Using an inappropriate model
to determine capital adequacy can therefore rasullignificant undercapitalization of
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banks. Along with inducing procyclicality, the IRdpproach can also result in insufficient
capital levels due to the misjudgment of the seal@ probability of extreme events.

The latest revamp of international capital adequaiapdards, in the form of Basel lll, is
designed to address the main drawbacks of preceatiogrds. In addition, it seeks to
improve the resilience of the banking sector imtligf the deficiencies revealed during the
global financial crisis. The main issues addredsgdhe Basel Committee on Banking
Supervision (2010a, 2010b) pertain to the problefmgrocyclicality of risk-based capital
measures, excessive bank leverage, and inadedgaitéity provisioning. The latter in
particular became one of the main sources of canatat turned the collapse of the US
mortgage market into a global financial crisis (feeexample, Brunnermeier, 2009).

The problem of liquidity provisioning prompted thaunch of a new framework for
liquidity management parallel to the upgrade of ttivee-pillar approach of Basel Il. The
new liquidity management framework consists of ltfgpiidity Coverage Ratio (LCR) and
the Net Stable Funding Ratio (NSFR). According ie Basel Committee on Banking
Supervision (2010b), the aim of the LCR is to eadhiat banks hold an adequate reserve
of highly liquid securities in order to withstandiguidity crunch lasting up to 30 days.
Under the NSFR, banks are required to better ntaitiquidity profiles of their liabilities
and their assets in order to limit their relianoesbort-term wholesale financing.

Under the new regime, the problem of undercapda#bn of banks and the quality of their
capital base has been tackled threefold. Firststta@e of tier 1 capital in the minimum
capital adequacy ratio of 8% has increased to 68atlae share of tier 2 decreased to 2%,
while the core tier 1 (or common equity) capitajjugement has increased from 2% to
4.5% of RWA. Second, addressing the issue of esxoedank leverage, a non-risk based
leverage ratio of a minimum of 3% of core tier pital to total assets has been imposed.
Third, the Basel Il has introduced two additiocapital buffers: the capital conservation
buffer and the countercyclical buffer on top of thenimum capital requirement.

The capital conservation buffer imposes an addiicapital requirement of 2.5% core tier
1 above the mandated minimum of 4.5%. The additibuter is intended to function as a
safeguard that prevents banks from falling belogvrtiinimum requirement in an event of
a crisis. Furthermore, banks are prohibited frostrdiuting their earnings over abundantly
and are required to retain a portion of earningdpag as their total core tier 1 capital is
below 7% RWA. The enforcement of the countercytlibaffer is slightly more
ambiguous, since regulators are given discretiodetmand that banks add up to 2.5% of
core tier 1 capital to existing capital buffers.it€na for determining the level of
countercyclical buffers depend on credit growthelsvand perceived systemic risk (Basel
Committee on Banking Supervision, 2010a). The Bd#s$edtandard does not specify a
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methodology for the assessment of systemic riskwioald add a degree of consistency to
the imposition of the countercyclical buffer acrag$erent countries.

The impact of Basel Il on global lending activitmd financial stability has become a
contentious issue following its release. A highequired common equity ratio and the
capital conservation buffer are expected to foremks to acquire additional equity.
Cosimano and Hakura (2011) estimate that higheitataequirements of Basel Il could
result in a 1.3% long-term decrease in lendingvagtof the world’s largest banks. Their
findings do, however, reveal considerable variaionthe cost of additional equity and
lending volumes across different countries. Indase of American banks, Kashyap, Stein
and Hanson (2010) find that the impact of highepiteh requirements on lending to
households and firms would be rather minuscule. ditmaiess, given the highly
competitive nature of the banking industry, Kashgagpl. (2010) argue that higher capital
requirements under Basel Ill can potentially stiatellregulatory capital arbitrage. Side
effects of this development could involve increaed of assets into the shadow banking
sector.

Despite the seemingly extensive upgrade of thet@lagequacy standard, methodological
issues that plagued its predecessors are stilhimgg in the Basel Il framework. The
addition of the countercyclical buffer to the ekigt minimum capital requirement deals
with the problem of procyclicality and systemickrisianagement only part wise. It also
lacks a comprehensive systemic risk management awelibgy. Furthermore, the
methodological issues of the Standardized andRiBdpproach that have been shown to
be inherently procyclical remain unresolved. A d¢desable improvement of the overall
stability of the banking system due to higher aprequirements of Basel Il is also
questionable. Admati and Hellwig (2013), for exaepare among a group of leading
academics calling for a much higher capital ratid?d to 30% than the ratio currently
prescribed in Basel Ill. An additional concern megathe fact that global systemically
important banks have been steadily reducing thé#ARo total assets from 70% in 1991
to 35% in 2007, according to Slovik (2012). Giveatta considerable portion of risk does
not figure in the calculation of the capital levetk-based capital adequacy regulation may
be suboptimal overall. Even though the Basel stalsdaave become a global benchmark
for capital adequacy regulation, the world’s bigdesnks, which were at the center of the
latest global financial crisis, have been ableawsistently circumvent existing rules.

1.2Micro- and macroprudential regulatory policies

The term macroprudential, as a definition of a gmeregulatory policy, has been in use
since the mid 1970’'s (see Borio, 2003). It is, heeve yet to be developed into a
comprehensive framework with clearly defined ohjexs and operational tools. Galati and
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Moessner (2011), for example, contrast the curstatte of the macroprudential policy
debate to that of macroeconomic policies. They oom monetary policy that has
established itself as an effective mechanism fantaging price stability using a diverse
assortment of policy instruments. By conductinghhigexpansive monetary policy, central
banks were largely successful in preventing sedeftationary risks from materializing
during the global financial crisis.

Galati and Moessner (2011) find the macropruderttaicept to still be in its infancy
compared to almost apodictic tenets of modern naoypgbolicy. The macroprudential
approach therefore still needs to be properly @efias a separate regulatory policy. Bank
of England (2009) argues in favor of a clear saparaof macroprudential and monetary
policy mandates. Conventional monetary policy unstents are generally ill-suited for
managing financial stability (see, for example, &&009). The short-term policy rate, in
particular, can be ineffective in guiding behavadmarket participants during periods of
high volatility. There exists therefore a prescieeted for a separate, macroprudential
regulatory mechanism that would focus exclusively Bnancial stability. As a
consequence, such an arrangement could effeciiesden the burden of monetary policy
that would be free to pursue the goal of priceibtab

Table 2:Comparison of the macro- and microprudential agmio to regulation

Macroprudential Microprudential
. o Limit financial system-wide Limit distress of individual
Proximate objective . .
distress institutions
: L Avoid output (GDP) costs  Consumer (investor/depositor)
Ultimate objective . . . . .
linked to financial stability protection

L . Seen as independent of
Characterization of  Seen as dependent on collective . . . , .
. . individual agents’ behavior
risk behavior (endogenous)

(exogenous)
Correlation and
common exposures Important Irrelevant
across institutions
Calibration of In terms of system-wide risk In terms of individual
prudential controls (top down) institutions’ risk (bottom up)

Source: C. Borio, Towards a Macroprudential Framé&vfor Financial Supervision and Regulation, 2003,
2.

Consensus regarding a clear delineation betweenopmigdential and macroprudential

policies and their respective role within a compredive regulatory framework is slowly
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emerging. Summary of an early contribution by B@#603) is given in table 2. According
to Borio (2003), the difference between the twe sétpolicies lies in their objectives and
models used to estimate risk. The objective ofntii@oprudential approach is protecting
investors and depositors from losses by ensuriagitidividual financial institutions are
fundamentally sound. With such an atomistic apprpaadividual financial institution’s
risk is modeled as an exogenous phenomenon, wheeeinstitutional dynamics do not
play a significant role. The macroprudential applgaon the other hand, focuses on
minimizing macroeconomic losses by limiting systemisk. Consequently, risk is
modeled endogenously, with a strong emphasis opraction between financial
institutions, specifically their common exposuresd anterdependence.

Strong focus on the soundness of individual finahicistitutions had been the cornerstone
of the regulatory framework in the years precedhmy crisis of 2007/08. This regulatory
frame of mind is overtly reflected in Basel | arldGiven the absence of truly systemic
banking crises during this period, such micropriidémegulatory policy was considered
adequate. The backbone of pre-crisis regulatorjcyalonsisted of measures instituted
following the Great Depression, like deposit inswwea schemes that had been shown to
significantly reduce the risk of bank runs (see,eéoample, Diamond & Dybvig, 1983).

The reasoning behind capital adequacy requirenteatseventually became Basel | and Il,
on the other hand, was primarily related to the ahbiazard problem. According to De

Nicolo et al. (2012), the problem mostly relategptdentially risky behavior of banks that

traditionally operate with high leverage. Such ararggement gives rise to hazardous risk-
seeking behavior, as bank shareholders seek tmmpe gains from highly leveraged

investments, while passing the risk of loss to dépos and creditors. Imposing mandatory
capital requirements therefore diminishes the s$twder's moral hazard problem and

improves the stability of individual banks.

The failure of microprudential regulatory policiekiring the financial meltdown of
2007/08 is attributable to the specific causesthrdsubsequent development of the crisis.
According to Gorton (2009), large scale bank faituiof 2007/08 were different from
comparable historical episodes in that this timekisagenerally did not experience runs
from depository but runs from other banks. After the extent afskess on US mortgage-
related securities became apparent in the summ20®#, and particularly following the
collapse of Lehman Brothers in the fall of 2008nksmbecame unwilling to lend to one
another. Longstaff (2010), for example, providegeital evidence that structured credit

® Bank runs in the classical sense played a mirlerinothe crisis of 2007/08. The UK bank NortherocR
experienced a depositors’ run in 2007, after it hledady negotiated an emergency funding injectiith

the Bank of England due to its dire liquidity sitioa (see Shin, 2009). A depositors’ run on the ik
Washington Mutual took place in September 2008. ek was subsequently sent into receivership and
was sold to JP Morgan (see Brunnermeier, 2009).
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products linked to the US subprime mortgage mamdalyed a significant role in
propagating the distress across the US financgiksy.

In response to mounting losses and shrinking litidbanks began withdrawing liquid
assets from other banks. As recounted by Brunnem({2009), the ensuing panic resulted
in a liquidity crunch that was manifested by thginlg-up of short-term funding sources.
These consisted mostly of repo contracts and manasket funds. The withdrawals
eventually led to steep asset price declines, aksbaegan to sell assets at depressed prices
in order to maintain adequate liquidity. Conseglyembarket failures played a significant
role in the propagation of the crisis and made eatienal microprudential policy tools
highly ineffective.

Microprudential tools, like deposit insurance amaghital requirements, helped mitigate the
fallout from the meltdown, but were overall inadatpi in preventing distress from
spreading across institutions and national jurissiis. The global financial crisis revealed
that an overreliance on microprudential regulatéads to the fallacy of compositiyn.e.,

the problem of equating the soundness of individinaincial institutions to the robustness
of the entire financial system. De Nicolo et al012) therefore emphasize the need for a
complementary, macroprudential set of tools thatldidackle the issue of market failures
or externalities related to: strategic complemetiear (procyclical behavior of financial
institutions), fire sales (wide-spread deterionatmf financial institutions’ balance sheet
quality), and interconnectedness of financial tnstins (financial contagion).

Even though the basic goals of macroprudential cgolre rather straightforward,
maintaining financial stability being the key olijee, their implementation remains
problematic. Arnold, Borio, Ellis and Moshirian (2 point to the lack of relevant
theoretical work on the subject as the main reasacroprudential approach to regulation
does not have a conclusive set of instruments aelaaly defined policy path. They argue
that simple replication of good practices in diffetr jurisdictions, without understanding
country-specific institutional factors, can be ctasproductive. Nonetheless, a host of
recent papers have proposed specific instrumersigred to help manage systemic risk
(for a list of examples see table 1 in appendix @)me of these instruments, like
countercyclical capital buffers, have already bdemmalized within the Basel Il
framework.

Time-varying capital surcharges, in particular, éndeen a recurring theme in the debate
regarding macroprudential policy instruments. BafkEngland (2009), for example,
outlines a two-tiered methodology for managing eystvide or aggregate risk and

® Kindleberger & Aliber (2011), for example, empltye concept of the fallacy of composition to explai
speculative manias in financial markets, namelyt théional behavior of investors can lead to ioail
behavior of markets, or the fact that competitievaluations can improve the current account balafice
individual countries, while worsening the balanéether countries in the group.
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systemic risk of individual banks or network ri@oth methodologies consist of assigning
a dynamic capital surcharge over banks’ existingroprudential capital requirements.
Under the aggregate risk approach, the extent ef d@dditional systemic capital
requirement is defined by linking exuberance ino@s subsectors of the financial system
to estimates of banks’ PDs and is uniformly enfdrddnder the network approach, the
additional dynamic capital surcharge is designecefect individual banks’ contribution
to system LGD and is enforced on an individual fasi

Hanson, Kashyap and Stein (2010) stress the immw@taf introducing time-variability
into capital adequacy regulation, in particular theed for greater flexibility of capital
ratios as a distinct macroprudential measure. Hrgye in favor of banks being required
to increase capital buffers during periods of ewoicoexpansion and allowing them to
lower their regulatory capital ratios during reéess. Such a framework could dampen the
volatility of banks’ credit activity, especially dag recessions, since banks would no
longer be compelled to meet capital requirementetucing the supply of credit.

As a corollary, Hanson et al. (2010) propose thratmpt corrective action of regulators,
usually executed when banks fail to meet capitguirements or come close to falling
below the regulatory minimum, should focus spealficon bolstering bank equity rather
than merely improving their capital ratios. Remaythe option that is implicit in existing

capital regulation and gives banks the freedom &®tmegulatory capital requirements
during recessions either by issuing additional squi reducing their credit activity, would

therefore also contribute to financial stability.

Dynamic loan loss provisioning is usually includedthe time-varying macroprudential
toolbox and was already in use prior to the outbrefathe crisis. Dynamic provisions
function similarly to dynamic capital requirementdereby banks are required to increase
their provisions during upswings, creating an adddl reserve of funds that can be
depleted during downturns. Spain is the first coutd have made dynamic provisioning
for banks mandatory in 2000, in an attempt to redine procyclicality of bank lending
(see, for example, Saurina, 2009). In hindsightaglyic provisioning in Spain failed to
restrain excessive credit growth, while provisitimst were made during the run-up to the
crisis were insufficient to help Spanish banks cofth extensive losses, mostly on their
mortgage portfolios. In the end, the Spanish bapkiystem had to be recapitalized with
funds from the European Financial Stability FUn&$E) in 2012 (details of the agreement
are given in European Commission, 2012b).

According to the Bank of England (2009), the falaf the Spanish dynamic provisioning
model is primarily due to its backward-looking nma&tuBy calibrating the model using
historical data, Spanish banks ended up underdstignidoe severity of subsequent losses.
Bank of England (2009) therefore proposes forwardking provisioning as a more
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suitable alternative to the Spanish model. Encangaghe use of forward looking
provisions and transitioning from incurred to exeec loss (EL) accounting has
subsequently become one of the priorities of theeBHI standard. According to the Basel
Committee on Banking Supervision (2010a), a mogoraus application of the EL
approach and forward looking provisioning can phay important stabilizing role by
diminishing the procyclicality problem and makinguwal bank losses more transparent.

Overall, building a comprehensive regulatory framgwwith a clear macroprudential

component has become the goal of regulators at¢haesglobe. In order to bolster the
systemic risk management framework, the Europeanorimas established the European
Systemic Risk Board (ESRB) as part of the Eurof@gstem of Financial Supervisors that
has issued a detailed framework for implementingroyaudential oversight of banks in

the Eurozone (see, ESRB, 2014). In the USA thictfan has been assigned to the
Financial Stability Oversight Counsel (FSOC) thaswestablished by the Dodd-Frank
Wall Street Reform and Consumer Protection Actpas of the post-crisis regulatory

response. On a global level, the Financial StgbBibard (FSB) has been entrusted with
the responsibility of coordinating internationafogts for improving financial stability.

A series of proposed macroprudential instruments @olicy objectives have also been
integrated into the new capital accords. Nonetlseldge to the gradual phasing-in of Basel
[l from January 2013 to January 2019, the full aopof these new measures is yet to be
empirically validated. An additional challenge fa full implementation of a
macroprudential regulatory mechanism is the absesfcea consistent systemic risk
management framework that is also evident in theeBé#l standard. Even though the
mitigation of systemic risk is the quintessentiaamoprudential policy goal, there is still
no universally accepted definition of systemic regskd methodologies to estimate it vary
considerably.

2 SYSTEMIC RISK

2.1 Defining systemic risk

General consensus on a proper definition of systemk is yet to emerge. Part of the
problem of clearly delineating systemic risk igibtitable to the ambiguity of the concept
itself. Sheldon and Maurer (1998), for exampleparthat even though the threat of highly
adverse developments in financial markets due $tesyic risk is ever-present, the risk
itself is largely unperceivablex-ante This problem is further exacerbated by the fhat t
systemic risk and systemic financial crises havé yet been fully integrated into
prevailing macroeconomic models. Consequently esyst risk does not explicitly feature
in models that are used to forecast economic trandsguide policy decisions. According
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to Brunnermeier, Gorton and Krishnamurty (2011)@y measuringx-postosses due to
systemic events does little to elucidate the nabfresystemic risk. Understanding the
dynamics of systemic risk entails properly incogiorg endogenous shocks that
precipitate systemic events into macroeconomic rsade

Kaufman and Scott (2003) define systemic risk inalr terms as the probability that
disruptions occur on a systemic level rather théiacang only particular parts of the
system, while systemic risk in banking is charazeést by high correlation of banks’ asset
returns and numerous banks failures. Brunnermeiak €2011) define systemic risk more
narrowly as the risk that shocks to the financyattem lead to endogenous self-reinforcing
feedback loops that amplify the initial shock, i&se the distress of the financial system,
and have a negative effect on economic output. Aereaccinct definition by Borio (2003)
interprets systemic risk as an event or a prodgssyhich an initial distress of a financial
institution (endogenous event) or a macroeconorhiacls (exogenous event) spreads
throughout the financial system via specific traissmon channels that include balance
sheet links and overreaction to bad news by indafiéghstitutions and investors.

De Bandt and Hartmann (2000) base their definibbsystemic risk on a more rigorous
definition of systemic events, summary of whiclgiigen in table 3. They classify systemic
events as either single, pertaining to an individostitution or a single market, and wide,
affecting numerous financial institutions or magketSystemic events are further
differentiated, based on the severity of their iotpas either weak, not resulting in
institution or market failure, and strong, resudtim institutional and market failures as
well as exhibiting contagion effects. De Bandt dthartmann (2000) further subdivide
systemic events according to the type of shocknivinat result from either idiosyncratic
or limited systemic shocks, i.e., when a singlditimson or market is in distress, are
defined as systemic events in the narrow senselewdiiocks that affect numerous
institutions and markets simultaneously give a Broefinition of systemic events.

De Bandt and Hartmann (2000) consequently defirstenyic risk as the risk of strong
systemic events materializing. Systemic risk theSngd is more nuanced compared to
alternative definitions, since it differentiatestieen varying systemic events based on
their overall impact on the financial system. Capsntly, systemic events are a necessary
but not always a sufficient condition for systeraises to occur. The criterion delineating
generally innocuous, limited systemic events froateptially calamitous events is the
transmission of the initial shock across the finalngystem or contagion. In the absence of
contagion, systemic events due to weak narrow shdcoknot result in systemic crises.

" For a recent example of a macroeconomic model aitinancial sector, see Brunnermeier and Sannikov
(2012). By allowing endogenous risk-taking behavibey are able to model a common trait of systemsic

- the volatility paradox, i.e., the phenomenonrafreasing endogenous risk, due to the swellingfggents’
leverage, even as aggregate risk is decreasing.
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Table 3:Definition of systemic events and systemic crises

Type of initial
shock

Single systemic events

(affect only one institution or ong

D

Wide systemic events
(affect many institutions or

market) markets)
Weak Strong Weak Strong
(no failure or (failure of one | (no failure or (failure of
crash) institution or crash) many
crash of one institutions or
market) crashes of

many markets)

Nar row shock

Idiosyncratic
shock

Systemic event

Systemic event .
and contagion

Systemic even
and contagion
leading to a
systemic crisis

Systemic event

Systemic even

e Limited : .
. . Systemic event . and contagion
systemic Systemic event _ Systemic event .
and contagion leading to a
shock .
systemic crisis
Systemic even
Systemic shock Systemic event leading to a

systemic crisis

Note: The bold bracket contains a broad definibbeystemic events, the shaded area
within the bracket contains a narrow definitiorsggtemic events

Source: O. De Bandt, & P. Hartmann, Systemic RésBurvey, 2000, p. 12.

Common traits of the definitions of systemic riskesn above can be crudely distilled into
three key components: 1) a trigger or systemic etleat disrupts part of the financial
system, 2) a contagion mechanism that enablesttial idisruption to spread across the
financial system, and 3) a subsequent failure nbimber of financial institutions, which
inhibits the normal functioning of the financialssgm and has an adverse impact on the
macro economy. Early research on systemic riskseduprimarily on the problem of
contagion and was, to a large extent, motivateddnial bank failures in emerging markets

during the 1990s.

Rochet and Tirole (1996), foamegle, define systemic risk as

essentially contagion, or the risk of financialtbss spreading from financial institution to
institution.
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According to Kaufman (1994), one of the main argntsen favor of stricter banking
regulation following the Great Depression is basedthe fact that banks, unlike other
sectors of the economy, appear to exhibit a higegree of contagion risk. Analyzing past
episodes of banking crises in the US, Kaufman (199426) identifies the following five
“stylized factsof bank contagion:

» Bank contagion occurs faster,

e Contagion spreads more broadly within the bankewics,

» Contagion leads to a higher number of bank failures

e Contagion results in higher losses to creditorsageqbsitors,

« Contagion spreads beyond the financial system ascamegative effect on the macro
economy as well.

Early theoretical models of systemic risk therefakeal mostly with identifying and
analyzing various interbank links that functionpagpagation channels for adverse shocks.
Empirical research, however, failed to provide dosive evidence that contagion in
developed financial systems is highly probable. &pj2011) attributes sparse empirical
evidence in support of the contagion hypothesimsafficient data. Regulators generally
prefer to bail-out banks, rather than letting thfamh which is usually sufficient to prevent
distress of individual institutions from spreadiagross the system, especially following
single systemic events. Consequently, quantifyimg damage due to contagion, in the
absence of unambiguous contagious episodes, lifaulte of financial institutions, is
rather difficult.

Nonetheless, the events during the financial cas®007/08 have shown contagion risk to
continue to pose a credible threat to financiabitg. The high degree of global
interconnectedness and the systemic importancéeobiggest financial institutions that
are classified ast6o big to faif (TBTF) made the problem particularly severe. Thesat
of potential spill-over effects due to financiasiitutions’ failures was the main motivation
for unprecedented state interventions. These weslynaimed at propping-up individual
institutions and preventing a major disruption ilobgl financial markets. Potentially
devastating implications of allowing systemicalipportant financial institutions to fail
were showcased by events following the collapse¢hef US investment bank Lehman
Brothers in September 2008. The ensuing increasslatility and a massive liquidity
crunch, which crippled international financial met® exemplify the difficulty of
containing the spread of distress, once a highlgr@onnected financial institution has
failed.

The ongoing debate on the need to establish a practential policy regime has focused
on the importance of ameliorating the robustnesnahcial systemgx-anterather than
having to manage unforeseeable consequences ofsystiemic eventex-post The need
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for coherent systemic risk measures that would lenabgulators to prevent adverse
developments in financial systems by acting in eepiptive fashion has spurred the
development of a new strand within the systemik liigrature. Measures of individual
institutions’ contribution to systemic risk, likke MES metric by Acharya et al. (2010)
and the4CoVaRmethod of Adrian and Brunnermeier (2011), for eglanhave shifted
from a highly stylized, theoretical analysis of tkentagion mechanism, to a more
pragmatic, empirically-driven approach. Overalk thost-crisis literature on systemic risk
has become more concerned with the issue of propgulntifying systemic risk.
Specifically, imposing additional requirements amahcial institutions that are deemed
systemically important and whose failure could heisua systemic crisis.

2.2Measuring systemic risk

Operational macroprudential regulation requiresesyg risk to be adequately quantified,
which entails not only measuring potential cossoamted with failures of institutions but
also understanding the dynamics within the findngyatem, i.e., contagion mechanisms,
which can amplify adverse shocks. Comprehensivdesys risk measures should
therefore combine practicality, in order to be @gllle as macroprudential instruments,
and theoretical underpinnings of the systemic aisé contagion literature. Given the post-
crisis proliferation of various new methodologies systemic risk measurement and
increasing complexity of theoretical models of @widn, systemic risk models can be
subdivided into four broad categories: 1) theoedtimodels of bank runs and various
channels of contagion, 2) network models of comtagi3) models of individual
institutions’ contribution to systemic risk, and @jerative models that include contingent
claims analysis (CCA) of systemic risk and the @atlbr-based systemic risk measurement
approach proposed by the Basel Committee on Barfipgrvision (2011).

2.2.1 Models of bank runs and contagion

Attempts to describe the propagation process @infiral crises, the reasons behind bank
runs and the nature of systemic risk are as ofthaascial crises themselves. Fisher (1933),
for example, in his theory of Debt Deflations, effeely describes a potential contagion
channel, corresponding to the process of over-itgdkeindividuals and firms being forced
to deleverage and by doing so trigger a deflatiprsgiral. The bulk of contemporary
literature on systemic risk, however, is rootedhie early formalized models of bank runs
that were developed in the 1980s, particularly rthétiple equilibria model of Diamond
and Dybvig (1983). Subsequent research identifaatbus contagion mechanisms that can
lead to simultaneous bank runs and address bothiathitty and the asset side of bank’s
balance sheets (see table 4). In general termgtding to de Bandt and Hartmann (2000),
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contagion operates through two distinct channelsdifect links between banks due to
common exposures and 2) the information channefear of bank failures due to
asymmetric information.

Table 4:Possible channels of contagion in the bankingesgst

Asset Side Liability Side
Direct effects Bank runs
e Interbank lending » Multiple equilibria/fear of other
* Payment system withdrawals
» Security settlement » Common pool of liquidity
* FX settlement * Information about asset quality
» Derivative exposures » Portfolio rebalancing
* Equity cross-holdings * Fear of direct effects
Indirect effects » Strategic behavior by potential lenders

» Asset prices

Source: C. Upper, Simulation Methods to Asses taeder of Contagion in Interbank Markets, 2011,32.1

Bryant (1980) develops a simple and highly stylizaerlapping-generations model of
borrowing and lending, in which bank reserves amplogit insurance play a beneficial role
in limiting the losses due to the behavior of indal agents. Within the framework of the
model, financial intermediaries provide liquidity deposit-holders at a cost advantage that
makes direct borrowing highly prohibitive. By magiassets of intermediaries risky and
distributing the knowledge of impending losses aghagents in a random fashion, Bryant
(1980) models deposit runs as loss-avoiding behafionore knowledgeable individuals
due to asymmetric information. Given that internagigis are fairly restricted in mitigating
the adverse consequences of runs, government tepssiance schemes are preferable
because they are generally less costly for managimgonce they occur, even though they
cannot prevent deposit runs from taking place ichsa framework. The exact form of
government deposit insurance, however, is not 8pddiy Bryant (1980), and the broader,
risk redistribution implications of various depasisurance schemes remain opaque.

Diamond and Dybvig (1983), in their seminal pamamploy a more realistic framework
for modeling individual bank runs, in which banksigage in qualitative asset
transformation, i.e., converting illiquid assetsoimighly liquid deposits. They model the
illiquidity of a homogeneous asset by using techgmial constraints that make returns of
short-term investments lower than those of longit@énvestments. Bank liabilities are
introduced as alternative contracts to privatetagbat provide greater liquidity over their

life-cycle. Demand for liquidity arises because soagents are more eager to consume
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immediately, while others prefer postponing constiomp which makes bank deposits
essentially a form of insurance that enables bodligs of agents to consume when they
desire to do so. Liquidity demand in the model arbond and Dybvig (1983) is therefore
explicitly driven by asymmetric information of adenllliquid assets in this framework
provide a rationale for bank deposits as well aklrans, which are among the possible
equilibrium states of the model and occur wheragéints decide to withdraw their deposits
at the same time. In doing so, agents face a stiguservice constraint, i.e., those that are
quick to withdraw their deposits incur lower lossiesn late withdrawers.

Bank runs in the Diamond and Dybvig (1983) model ndom or sunspot events, which
occur due to shifts in agents’ expectations reggrdhe soundness of banks and their
exposure to the sequential service constraint. Akbaun in such a framework can
therefore be triggered by a multitude of reasorss Ts a departure from earlier models
that mostly focused on individual aspects of ageb&havior as run-inducing events.
Furthermore, the model provides a more rigorouatitnent of measures that can prevent
bank runs from taking place. First, by allowing k&ro suspend deposit convertibility,
essentially introducing bank holidays, less impdtegents are deterred from withdrawing
their deposits early, which significantly reducks tisk of a run. Second, by instituting a
government-sponsored deposit insurance schemejsagenlonger face the sequential
service constraint, which makes bank runs disadwgeaus for all agents.

By definition (see Bhattacharya & Thakor, 1993) ank run pertains to an event that
affects an individual bank, whereas banking paresslt from multiple simultaneous bank

runs. The difference between individual bank rund banking panics is the presence of
contagion in the latter case. Since the model aimaind and Dybvig (1983) deals

exclusively with individual bank runs, Gorton (1988ovides an empirical test of the

model's key assumptions. The time horizon coversing panics in the USA up to and

including the Great Depression. His results suggkat the information channel of

contagion played a significant role in exacerbatiagking panics in pre-deposit insurance
USA. Unlike the theoretical assumption of the aradimodel that bank runs are sunspot
phenomena, Gorton (1988) concludes that based ohidi&ical data, banking panics are
determined by the business cycle. According to timsw, depositors’ expectations

regarding the soundness of banks are highly depémechanges in the macro economy.
The business cycle hypothesis therefore explaigh worrelation of macroeconomic

downturns and banking panics in the pre-depositrarsce period.

The concept of banking panics being caused by bssirtycle fluctuations is further
developed by Allen and Gale (1998). They upgrade fimdamental framework of
Diamond and Dybvig to accommodate the influencbusiness cycles on banking panics
by differentiating between a safe asset that pesvid fixed amount of the consumption
good at expiration, and a risky asset, whose raturandom and depends on the value of a
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generic economic indicator. Since banks enjoy &ormmation advantage over depositors
regarding the riskiness of assets in the modelyidhy asset is held mostly by banks as
consumers acquiring the risky asset face an adsgetsetion problem.

Bank runs in the Allen and Gale (1998) model atailréending phenomena, which occur
due to exogenous shocks that depress the valubeoBd¢onomic indicator and make
depositors realize that returns on risky assetsaonks are going to be low. The ensuing
withdrawals lead to banks being forced to sell @sakfire sale prices and face liquidation
in the event that their assets are insufficierdaweer their liabilities. Allen and Gale (1998)
show that in the event of a fire sale, the pricetlod risky asset can fall below its
fundamental value. As long as the return of the saket is the same for banks and outside
investors, bank runs still represent an optimabcation of risk in the model. By
introducing a tradable market for the risky asbatk runs become suboptimal even when
returns on the safe asset are identical, becaesbqtdation value of the risky asset is
generally too low to cover outstanding liabilitieBank losses due to fire sales in this
scenario can be mitigated by central bank intergant

Allen and Gale (2000) further upgrade the origiframework to incorporate wholesale
funding contagion due to liquidity preference stoc&imilarly to the preceding model,
banking panics are assumed to be the result ofaeasnomic cyclicality. The alternative
assumption that banking panics are random occuwrsedoes not lend itself to modeling
contagion effects directly. Contagion between défe regions in the model is therefore
possible due to common macroeconomic fundamerialsh region in the model contains
a random distribution of early and late consumessile aggregate liquidity demand is
constant. An interbank liquidity exchange systerabdes banks to manage their regional
liquidity demand by trading deposits with other k&nConsequently, as long as the
interbank network is complete and all banks areneoted to all other banks in the
network, the risk of contagion is low. Highly digdred risk-sharing therefore improves
the robustness of the banking network. In the ewsdnincomplete deposit markets,
however, Allen and Gale (2000) find that risk ohtagion is significantly higher. Banks in
this setup are more heavily exposed to a smallerben of other banks. Liquidity shocks
that depress the value of other banks’ assets aayeater impact on the soundness of
individual banks.

Rochet and Tirole (1996) analyze the significantehe interbank lending channel by
developing an autarkic model of banking. Interbamdnitoring provides a rationale for a
decentralized lending market and serves as a mischdar attenuating the moral hazard
problem among banks. Within the framework, stapibf individual banks depends on
their commercial lending activities as well as thality of their monitoring of borrowing

banks. All banks are exposed to random liquiditycils, which makes lending banks that
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perform inadequate peer-monitoring of borrowing Ksaprone to suffering significant
losses. These in turn can jeopardize their solvency

A key feature of the Rochet and Tirole (1996) mddehe treatment of the TBTF policy.

It arises as a special form of a soft budget cangtrwhen a central bank decides to assist
a nearly insolvent lending bank by bailing out th@rowing bank instead. The TBTF
policy is made possible by banks’ economies of scthat include returns from their
lending and monitoring activities. Given that bankxhibit a high degree of
interconnectedness in the presence of TBTF, Raae(Tirole (1996) find that relatively
modest liquidity shocks can have a profound impacthe stability of the banking sector.
Consequently, a small increase in the liquidity cékhof a single bank can lead to a
meltdown of the entire banking sector due to cantag

Partly inspired by emerging market financial crisédsthe 1990’s, Freixas, Parigi and
Rochet (2000) approach modeling contagion risk riigoducing numerous regions with
varying degrees of investment returns and a sibgl& operating in each region. They
modify the methodology of Diamond and Dybvig sottlt@nsumers are no longer
differentiated based on when they consume but irctwiegion they consume and define
the homogeneous good as cash issued by the ckatral Due to the regional division of
banks, an interbank credit market arises as a rafireient alternative to depositors
moving their cash across regions in pursuit of réesiconsumption opportunities. By
forming a network of credit lines, the banking gystbecomes more resilient to failures of
individual banks as a result of diversification.

Nonetheless, the broad availability of credit ia thodel of Freixas et al. (2000) can result
in diminished market discipline as defunct banks ba allowed to continue to operate.
Banking panics in the model can therefore occurtduesynchronized bank run of a large
number of depositors who fear that a failure of ititerbank credit system is imminent.

Alternatively, banking panics result from contagithmough the interbank market after a
single bank becomes insolvent. In the latter csecentral bank can intervene by either
winding down the insolvent bank or bailing it otfitthe insolvent bank is classified as too
important or too interconnected to fail. An appiaf@ policy response, according to

Freixas et al. (2000), to an orderly closure ofittemlvent bank should include a liquidity

injection by the central bank. Such a course abagtrevents contagion and mitigates the
moral hazard problem.

Kodres and Pritsker (2002) develop a short-termzbar rational expectations model in
which adverse asset price movements due to shoekg@pagated across different regions
that share common macroeconomic factors. The camagechanism is based on the
process of portfolio rebalancing by agents in défe regions as a response to exogenous
asset price shocks. The two-period setup inclutfesmed investors, uninformed investors
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and noise traders that trade the risky asset iritsteperiod and consume the liquidation
value of the asset in the second period. Unlike pamable models of contagion, Kodres
and Pritsker (2002) do not use common macroeconalaielopments as factors of
systemic risk but rather focus on macroeconomidabbes as conveyers that enable
contagion to spread across different regions.

The model of Kodres and Pritsker (2002) contains traditional channels of contagion: 1)
liquidity shocks that are driven by liquidity dentanf noise traders, and 2) information
shocks that result from informed investors acqgirimew information regarding the
liquidation value of the risky asset. Contagiontlerefore possible as long as the
proportion of informed investors in the model isadinenough, so that the overreaction of
uninformed investors to bad news leads to cros«ebaadjustments in prices and
portfolios. Furthermore, Kodres and Pritsker (20GRow that a higher degree of
information asymmetry between investors in a paldic region directly relates to that
region being more prone to contagion from otheromeg due to an over commensurate
response to exogenous asset price shocks that stekemly regarded as domestic
information shocks by uninformed investors.

A majority of papers on bank contagion deal witredi liability and asset side channels of
distress transmission. Cifuentes, Ferrucci and §005), however, develop a model that
centers on the indirect contagion channel of gaset volatility. Banks in this framework

hold a mixture of a liquid asset that has a unifgmiace and an illiquid asset that is priced
based on market supply and demand. Banks also engagterbank lending, they are
required to mark-to-market the value of their asseind are subject to a regulatory
minimum capital requirement. Following a liquidishock, banks that fall below the

minimum capital ratio must meet the requirementsbling part of their asset portfolio.

Since the price of the illiquid asset is determimgdthe market, a significant downward
pressure on the asset price due to fire sales sihgle bank can lead to contagion.
Eventually, other banks are forced to follow suit.

Similarly to Allen and Gale (2000), Cifuentes et @O005) find that highly interconnected
banking systems are generally safer. Still, theebenof a diversified banking system
become fairly limited once contagion is allowed djoread through asset prices. Their
model simulations reveal that system-wide assedssaicrease in a nonlinear fashion
following a liquidity shock as the number of bamkshe system increases. Furthermore, in
the event that the liquidity shock is particulastyong, a minimum capital requirement can
be ineffectual in preventing contagion from spragdacross the banking system as the
capital buffer is quickly depleted. Regulatory imptions of Cifuentes et al. (2005) model
results are twofold. First, a prudent regulatorjigyoshould combine a minimum capital
requirement and an appropriate liquidity buffeguieing banks to invest a greater share of
their portfolio in liquid assets to be better aldewithstand massive liquidity shocks.
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Second, there exists a trade-off between a minimapital adequacy requirement and a
liquidity requirement, namely that a higher capitio relates to a lower liquidity reserve
needed to bolster banks’ resilience to systemic ris

Diamond and Rajan (2005) analyze the impact of comiiquidity pools on interbank
contagion. Their model includes investors endowédl wmvestment assets, entrepreneurs
with short- and long-term investment projects lagkappropriate funding and banks that
collect deposits from investors and lend to eneepurs. Investment goods as well as
loans in this framework are illiquid due to theliaaability of human capital constraint
(see Hart & Moore, 1994), i.e., the fact that gmtea@eurs can decide at any time to
withdraw from an investment project, which puts @apper bound on the extent of
entrepreneurs’ debt financing. Unlike comparablalet®, e.g. Allen and Gale (2000) that
simulate bank contagion as a response to lialsldg- liquidity shocks due to deposit
withdrawals, Diamond and Rajan (2005) include asgkt liquidity effects that result from
underperforming investment projects. Contagion hairt model is therefore a possible
outcome of either a classical banking panic orreega liquidity crunch after a bank in the
system has become insolvent as a result of lowsinwent returns. In the latter case,
adverse shocks can spread across the system becanke share an exposure to a
common pool of liquidity, without having explicitinodeled interbank links.

Regulatory intervention by infusing additional lidily in the common pool in the
Diamond and Rajan (2005) model can prevent bamkrés and contagion when aggregate
liquidity supply no longer meets the demand. Coselgr when a single bank is at risk of
failing due to idiosyncratic factors, a direct rpitalization of the struggling bank is
preferable for staving off a bank run and possibbntagion. The precise form of
intervention in such a framework is, however, niglaccut. Recapitalizing weak banks,
whose failure would otherwise increase aggregatgdity due to the release of invested
assets, can augment liquidity demand by invesexagcerbating the problem of inadequate
aggregate liquidity and eventually leading to cgida and serial bank failures. According
to Diamond and Rajan (2005), liquidity provisioning generally less harmful then
recapitalization of weak banks, especially when tégulator does not have adequate
information on the state of individual banks, baipbtentially less effective in preventing
individual bank failures.

Brunnermeier and Pedersen (2009) employ an emityridaven model of tradable asset
liquidity. The model includes three types of agestsl a market for trading a risky asset
with a random payoff and an ARCH-type volatilityopess. Risk-averse customers trade
the risky asset and simultaneously reduce its ditpidue to order imbalance, i.e., they
engage in trading in a sequential manner. Riskrakspeculators provide market liquidity
by trading the risky asset with borrowed funds. IBalend to speculators and manage their
exposures by charging a margin that reflects t¥aR. Instability in the Brunnermeier and

28



Pedersen (2009) framework arises due to the steuctubank margins. As long as banks
are well informed about the value of the risky &sgeir margins are inversely related to
the illiquidity of the risky asset, because thenudtte payoff of the asset is known. In the
event that banks are ill-informed, their marginsréase along with the illiquidity of the
risky asset, which leads to greater market fragéitd can induce liquidity spirals.

Acharya, Shin and Yorulmazer (2009) analyze theatsf of agents’ strategic behavior on
the ex-anteportfolio structure of banks, consisting of satpiid assets and risky illiquid
assets. The two-period, four-date model includes fgpes of agents: bank shareholders,
banks, depositors, and a regulator. llliquiditytlod risky asset is modeled as an outcome of
the banks’ moral hazard problem, specifically tl@kbshareholders’ costs of monitoring
loan performance that are subject to the inalidiabof human capital constraint.
Furthermore, poor performing banks in the model lmy@dated, while their remaining
assets are auctioned-off to sound banks by thelategu The fact that the prices of
liquidated banks’ assets are determined endogenaishe defining characteristic of the
Acharya et al. (2009) framework. The structure axiiks’ liquidity holdings is therefore not
simply a result of an optimal portfolio choice,\wih earlier models, but reflects strategic
ex-antepositioning of banks.

The level of bank liquidity in the Acharya et aR0Q9) model is affected by return
prospects associated with bank failures, busingsdicality and asset purchases of
liquidated banks by non-bank investors. During gasiof economic expansion returns on
the risky asset are high and only a small numbebaotks fail. As a consequence, the
selling price of liquidated banks’ assets is to@ to provide a considerable return, which
relates to a lower willingness of banks to holduich assets. Conversely, since during
recessions more banks end up being liquidated atehial returns of remaining assets are
higher, banks are induced to increase the shattgedfquid asset in their portfolios. Non-
bank investors tend to have a negative effect erptite of failed banks’ assets as long as
their pool of funds is insufficient to cover thegaggate liquidity gap. Additionally, non-
bank investors’ returns on remaining assets arerdthan comparable bank returns. The
function of non-bank investors in the Acharya et(2009) framework is mostly motivated
by the empirically observable discrepancy in thefifability of liquidated bank assets
when managed by non-bank entities as opposed tksb@ee, for example, Acharya,
Bharath & Srinivasan, 2007).

2.2.2 Models based on network theory

An increasing body of literature on financial cayitem employs advanced network theory
to model the structure of inter-institutional expees and analyze its overall fragility (for a
general overview of the application of networksecobnomics and social studies see, for
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example, Jackson, 2008). The models of Allen anig G200) and Freixas et al. (2000)
are early examples of simple network frameworksdbalyzing financial contagion, in
which the degree of completeness of interbank axpssdetermines the overall robustness
of the network. These early models are, howevaterbin general equilibrium theory and
do not make use of network theory explicitly. Maeeently, various models based on
network theory have grown to encompass a vast nuoft@nnections between nodes, or
individual institutions, that more closely resembighly complex financial systems.

The clearing mechanism developed by Eisenberg avel (R001) is an influential early
reference. The basic setup involvedinancial nodes, equivalent in function to firms,
which are interlinked through outstanding liabégiand receive operating cash flows from
outside of the network. Liabilities and operatingsle flows constitute the financial
linkages in the model, whereas the equity of atviddal node is determined as the cash
inflows that exceed its liability payments. Givdmese basic contours of the model, the
system-wide clearing mechanism of the EisenbergNoel (2001) network is designed to
meet the following criteria: 1) limited liabilityeQuity cannot fall below zero), 2) debt
seniority (dividends to node shareholders are anbilable after all liabilities have been
paid), and 3) proportionality (liabilities of a defited node are settled in proportion to the
size of the liability).

Eisenberg and Noe (2001) simulate the exposur@sdofidual nodes to systemic risk by
introducing the concept of a fictitious default @lighm. The algorithm performs an
iterative check of whether an individual node cagetnits obligations given that all other
liabilities in the network are settled. Consequentiodes can be differentiated based on
their robustness, i.e., early defaulting nodesrmaoee fragile than nodes that default at a
later stage of the iterative process. The extenwliich an individual node’s financial
distress is driven by losses of previously defauhedes defines the susceptibility of that
node to systemic risk. Implications of the Eisegband Noe (2001) specification of a
network model on systemic risk and firm valuatiae @&wofold. First, if markets are
assumed to be complete, the value of an indivicheale in the network is simply a
discounted value of all future cash flows, whictplies that an increase in risk lowers the
value of all nodes. Second, even in the abseno®adfet frictions, higher volatility of cash
flows in the network reduces the value of individoades.

Elsinger, Lehar and Summer (2006) extend the fraonewf Eisenberg and Noe (2001) by
adding a rich macrofinancial part to the basic eknmodel. Additionally, they introduce
randomness and various degrees of liability seyianio the model. Such a setup enables
them to define fundamental defaults, which occuthe first iteration of the fictitious
default algorithm. They are the result of lossesnshing from the structure of individual
nodes’ balance sheets, particularly their expostresarket and credit risk. Alternatively,
contagious defaults occur during subsequent itaratof the algorithm, as nodes begin to
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default as a consequence of prior defaults of atbees in the network. Because the value
of nodes’ equity is random and dependant on mamnoéial shocks, defaults and
contagion have both an economic and a network ddirmenConsequently, systemic risk is
no longer modeled as depending solely on expoduebseen nodes. Losses stemming
from exposures to market and credit risk contritaigmificantly to aggregate systemic risk
in this framework.

Using a vast database on the structure of bankahba sheets in the Austrian banking
sector, Elsinger et al. (2006) provide an empiragplication of their model. They first
estimate extreme losses from market and creditexglosures of banks in the sample with
VaR and plug the results in the model to obtaimdkfprobabilities. Default and contagion
dynamics are analyzed for a short-term horizon tbatesponds to a clearing mechanism
that suspends all payments following a bank defalternatively, a long-term horizon
refers to a clearing mechanism that redistributesliuidation value of a defaulted bank
among remaining banks. Results of Elsinger et28l06) suggest that bank defaults due to
contagion in the Austrian banking sector are mikedyl to occur over the short-term than
the long-term. Furthermore, contagion is usualilygered by a relatively high number of
fundamental defaults. Even though contagious defaare less likely than fundamental
defaults in the empirical exercise, Elsinger e{2006) find that contagion can nonetheless
result in significant aggregate losses once it cu

Nier, Yang, Yorulmazer and Alentorn (2008) constracandom network model that is
defined by five parameters: 1) the number of bamksles)in the network, 2) interbank
links that have a uniform probability of occurribgtween two banks, 3) aggregate equity
ratio, 4) aggregate interbank liability ratio, abyl aggregate size of nonbank assets.
Balance sheet structure of banks in the modelps &ienple. Assets consist of commercial,
or nonbank, and interbank loans, while liabilitieslude deposits, interbank debts and
equity. Balance sheets of individual banks in teéwork are determined in a deductive
fashion. Aggregate commercial loans are divided ragnioanks according to a rule that
ensures banks are of different sizes. Shocks inNiee et al. (2008) framework are
simulated as fundamental defaults. The basic proeeds largely reminiscent of the
fictitious default algorithm of Eisenberg and N@®(@1). Individual banks are sequentially
stressed until their equity is depleted. After indwal banks default, their outstanding
liabilities are imposed as losses among lendinckhaBontagion in the network occurs,
when lending banks become insolvent due to losseker interbank portfolios.

Nier et al. (2008) perform a series of comparastatics simulations and analyze network
response to changes in basic parameters. Theiltsesuggest that the probability of
contagion decreases as the aggregate equity ofsbimckeases. The relationship is,
however, not linear. Contagious defaults rise sjoag equity levels fall below 5% of
aggregate assets. A drop of aggregate equity bémv2% threshold increases the
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incidence of contagious defaults significantly. reesed interconnectivity of banks,
approximated by increasing the interbank liabitégio, also results in a higher number of
contagious defaults. The number of defaults becamsgmptotically stable after the ratio
of interbank loans reaches 30% of all assets duketatabilizing effect of equity. Due to
the specification of the model, equity increasem@lwith interbank liabilities and offsets
part of the effect.

A particularly interesting result of the model siations by Nier et al. (2008) is the role
that interbank links play in helping contagion smte@cross the network. Specifically, they
look at whether an increase in the probability mteibank links forming improves the
robustness of the network, which is suggestedexample, by Allen and Gale (2000). The
results indicate that for low aggregate levels glity, increasing interconnectivity
increases the fragility of the network. Reciprogdhtligher levels of aggregate equity imply
that interbank links function more as buffers tatenuate rather than amplify adverse
shocks.

The modeling approach of Allen, Babus and Car{@tiil0) is a combination of a general
equilibrium model and a network model with six nedbanks). Banks in the model invest
in projects that provide a random payoff at mayuaind finance these projects with funds
obtained from depositors. In exchange for fundskbassue deposits with a fixed rate of
return. Deposits that mature in the same periothasstment projects approximate long-
term finance, while those that mature one periodrgo investment projects approximate
short-term financial structures. The key differebetween the two horizons, emphasized
by Allen et al. (2010), is the presence of roll4ovisk in the latter case. As the deposit
contract matures and investors acquire new infaomatgarding the soundness of banks,
they make a decision on whether or not they skalvest their remaining funds.

In the event that the payoff of investment projest®w, so that an individual bank cannot
settle the deposit contract at the specified matefaults, triggering the default of all other
banks in the network. The network structure ofrtieel enables banks to exchange parts
of their investment portfolio with other banks, wftigives rise to monitoring costs.
Diversification through assets sales improves titaustness of the network and lowers
expected losses of bank defaults. Allen et al. Q20&nalyze the concept of risk
concentration in the banking sector by introductag distinct market structures that
reflect the composition of banks’ portfolios. A stared network is comprised of two
independent groups of banks, in which all threekbaare interconnected and therefore
share the same risk profile. Alternatively, banksiunclustered network are connected in
a circular fashion, where each bank is linked watkactly two other banks. As a
consequence, the risk profiles of individual baimkdhis network are unique.

32



Results of Allen et al. (2010) model simulationdigate that the structure of the banking
network has no particular effect on contagion wheposit contracts are long-term. This
result follows directly from the structure of thenp-term model, in which banks are not
exposed to roll-over risk as there is no maturitgnmatch between assets and liabilities.
The alternative, short-term model specificationweweer, results in significant aggregate
welfare and network effects. In the presence df @akr risk, the unclustered network
exhibits a higher degree of resilience to fundihgcks. Banks in the clustered network, on
the other hand, are at greater risk of defaulting tb withdrawals of funds. The latter
result, in particular, highlights the potential plem of over diversification in banking.
Allen et al. (2010) show that a banking systemeseagally more fragile, if the differences
in the risk profiles of individual banks in the weirk are very small.

Battison, Gatti, Gallegati, Greenwald and Stigl{2012) propose a network model of
complex interbank credit links that combines a laglksystem with a shadow banking
component. Along with a network of credit liabiis the model also features CDS-type
contracts that enable individual institutions teure their exposures against losses due to
defaults. Similarly to the approach of Nier et (@008), Battison et al. (2012) regard the
aggregate ratio of bank equity to total assethasgygregate robustness benchmark. They
define individual institutions’ robustness in terras the distance to default, which is
modeled using a jump-diffusion model. Interbanks$irare complete, i.e., every bank is
linked to every other bank, and follow a model stnwe akin to the one in Eisenberg and
Noe (2001). Furthermore, connections between baanies subject to the financial
accelerator phenomenon that can undermine the yeguisition of borrowing banks
through two distinct channels. First, a positivedieack loop that magnifies an adverse
asset price shock, worsens the liquidity positidntle bank, and leads to credit
withdrawals of lending banks and potentially defaSlecond, lending banks compensate
for higher risk of the borrowing bank, followingreegative shock, by charging a higher
interest rate, which lowers the robustness of tiredwing bank.

Model simulations of Battison et al. (2012) indedhat in the absence of accelerator
effects, individual banks benefit from forming Imkn the network. In this case, risk
sharing through diversification improves the lobsabing capacity of the individual
bank. In the presence of accelerator effects, heweke implications for the resilience of
individual banks are not as clear cut. As long agasicular bank in the network is
relatively poorly interconnected, i.e., it is linkéo approximately twenty other banks, the
diversification effect dominates and the probapitif default decreases sharply. Once the
number of interbank links exceeds the twenty linkeshold, the accelerator effect begins
to hold sway and the probability of default incressAs a corollary, Battison et al. (2012)
include an analysis of systemic dynamics by inngrthe directionality of distress. In this
scenario, default of a borrowing bank induces &sef lending bank defaults, following
the iterative process of the fictitious defaultaithm. Results for systemic robustness are
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similar to the individual default case. In the mmse of strong accelerator effects,
aggregate probability of default initially decresskut begins to increase as the number of
interbank links grows.

2.2.3 Models of individual contribution to systemic risk

Risk measurement methodologies that focus on dymgi financial institutions’
contribution to systemic risk have become a majmansl of the systemic risk literature
following the crisis of 2007/08. This new field oésearch is rooted in the existing
empirical and theoretical foundations of the systerisk canon and seeks to provide a
tractable methodology for evaluating systemic intgmoce of financial institutions.
Consequently, these new models represent an ihtpgraof the post-crisis focal shift
from microprudential to macroprudential regulat@glicies. Furthermore, they enable
regulators to assess systemic riskiness of indalidimancial institutions and provide a
framework for assigning institution-specific caparcharges. The defining characteristic
of the individual contribution methodologies is ithbigh degree of practicality. Most
models utilize publicly available financial data famancial institutions’ stock returns, size,
CDS premia and measures of financial soundnessellezage and maturity mismatch.

The ACoVaR method developed by Adrian and Brunnerme2@®11) is a VaR-based

measure of individual financial institutions’ cabuition to systemic risk. The VaR

foundation relates tACoVaR being a tail co-dependeficeeasure between an individual
institution and the financial system. SpecificallyCoVaR is designed to capture the
change in the conditional VaR of the financial systfollowing a change in the VaR of an
individual financial institution compared to thaustitution being at its normal or median
state.ACoVaR can therefore also be interpreted as a nargieasure of systemic risk
contribution that gauges the extent to which thstréss of an individual institution,

measured by its VaR, spills-over to the financyeitem.

Given that the CoVaR methodology is an extensionthaf VaR concept, a formal
definition of VaR is warranted. According to Jori@007, p.106), VaR can be defined as
“the worst loss over a target horizon such thatehera low, prespecified probability that
the actual loss will be largérAn implicit definition of VaR is therefore andlgally given
as:

Pr(R, >VaR,)<1-c 1)

8 Adrian and Brunnermeier (2011) attribute the chai€ the prefixco- to signify co-movement, conditional,
contagion and covariance. All of these conceptsmapdied by theCoVaRmeasure.
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where R, corresponds to the return series of institutiorgiven the chosen low

prespecified probability (i.e., the confidence interval, henceforth GIaR’, can also be

expressed more directly in terms of the quantilecwn. For theq quantile (where
g =1-c) of the institution return distribution the quantile function equals:

Pr(R, <VaRl)=q @

Following this formulation of VaR, Adrian and Bruemmeier (2011, p.7) define
CoVaHé|i as the VaR of the financial system conditional astitutioni being at a
particular statZ(R[i). CovaR!® therefore equals thegquantile of the conditional
probability distribution:

Pr(R,, <CovaRl|R, =2(R,))=q 3)

The measure of institution contribution to systemic risk oACoVaR} is consequently
defined as the difference betweddoVaR, of the financial system conditional on

institution i being at its VaR ancCoVaF{"tof the financial system conditional on

institutioni being at its median:

ACOVaFal't = CoVangj Rt :VaFﬁt _ COV&F{? tIR t=Median (4)

ACoVaFé,"t therefore measures the percentage change in tReo¥/the financial system,
when the VaR of institution changes by 1%. By inverting the conditionality tbe
CoVaR measure, so th@foVaR!, becomes VaR of an institution conditional on

financial system being at its VaR, Adrian and Bremneier (2011) define a
complementary systemic risk measure exposim®¥aR Unlike the original definition,

exposure CoVaR measures the sensitivity of indafidastitutions’ returns to systemic
shocks and falls in the same category as the ME£Sune of Acharya et al. (2010).

Adrian and Brunnermeier (2011) estimat€oVaR for US financial institutions using
quintile regressions, due to the straight-forwastineation procedure that requires no

° The superscripj can generally refer to any financial institutigkdrian and Brunnermeier (2011) define

COVaR‘I|i so that j represents the financial system, while the supigtst denotes a particular financial

institution within said system. | follow this desgtion throughout the thesis.
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distributional assumptions and is well suited fardaling tail risk. As a robustness check,
they computeACoVaR using a diagonal (DVECH) bivariate generatosegressive
conditional heteroscedastic (GARCH) model, which¢aading to the authors, better
captures time variability in model variables and thil of the distribution. An empirical
analysis by Benoit, Colletaz, Hurlin and Pérign@013) suggests that a GARCH model
with dynamic second moments is a more suitable odetor estimatingACoVaR than a
quantile regression approach.

The overall appeal of CoVaRs a systemic risk measure, according to Adrian and
Brunnermeier (2011, p. 9-11), is due to the follogvproperties:

« Cloning property: financial institutions of differe sizes that are otherwise identical
have the same CoVaR.

e Causality: conditionality of CoVaR does not relt&tecausality, i.e., CoVaR does not
explicitly convey whether systemic importance opaxticular institution is due to a
causal link or simply the result of exposure to owon factors.

« Tall distribution: conditionality of CoVaR impliethat it is a tail measure of risk and
therefore a more extreme risk measure than unconditvVaR.

* Conditioning: CoVaR is conditioned on an individdedancial institution being at a
specific state (i.e., at its VaR) with probabiligrather than a specific return level,

which makes it an indiscriminate measure of systerisk in terms of individual
institutions’ risk strategies.

* Endogeneity of systemic risk: CoVaR incorporatesteyic risk as endogenous to the
system and dependant on the risk taking behavi@inahcial institutions that operate
in the system.

» Directionality: conditioning of CoVaR is not comnatit/e, i.e., CoVaR conditioned on
a particular institution being at its VaR does aquial CoVaR conditioned on financial
system being at its VaR.

» Exposure CoVaR: inverting the directionality deOVaR‘;'i to COVaF\‘{”yields

exposure CoVaR that is a measure conceptually gmasoto stress test exercises on an
individual institution level.

» Co-expected shortfall (COES): CoVaR can also baddfas an expected shortfall (ES)
measure of risk.

The systemic expected shortfall or SES model dgeeldoy Acharya et al. (2010) is a
systemic risk measure based on the marginal expesttertfall (MES) methodology of
quantifying risk. Authors provide two main reasonsfavor of such a formulation of a
systemic risk measure. First, they regard the Vaghodology as an inappropriate tool for
analyzing aggregate systemic risk. VaR was develapel is primarily intended to be used
as an internal risk management instrument by idd&i financial institutions. Second,
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there exists a gap between theoretical work om#éizh contagion and regulatory practice
within the macroprudential domain. The SES modehé&efore an attempt to construct a
practical systemic risk measure that captures mealides associated with financial
institution’s failures or inadequate capitalizatiorhe model itself is relatively sparsely
defined, since systemic risk is assumed to be drive individual institutions’ capital
shortfall measured by MES and their leverage.

According to Acharya et al. (2010), excessive ngkhin the financial system tends to
build up as a consequence of a regulatory envirohriat fails to properly address the
externality problem. Specifically, it relates togutators’ inability to induce financial
institutions to bear part of the externality-rethimosts. The SES model can therefore be
used as a macroprudential regulatory instrumenobrgter to diminish the externality
problem. By imposing a tax on financial institutsorbased on estimates of their
contribution to systemic risk and their capital gfadls, the regulator can effectively
incentivize individual institutions to refrain froengaging in overly risky activities.

Unlike the basic VaR model that is used to prodgeantile-based estimates of extreme
losses given a certain CIl, the ES methodology pes/ia framework for estimating
extreme losses when VaR is exceeded. The ES métlgydwvas first suggested by
Artzner, Delbaen, Eber and Heath (1999) as a monepcehensive alternative to VaR.

They define ES as the expected loss conditiongheross exceedingaR', which can be
expressed analytically as:

ES' =-E[R|R <VaR] (5)

An additional advantage of the ES methodology &fttt that it meets the Artzner et al.
(1999, p. 208-210) criteria for coherent risk measd that consist of:

translation invariance: adding/removing assets froine existing position

increases/decreases the risk of that position &@gdlsh amount invested/received,

e subaditivity: aggregate risk of the portfolio @csirities is equal to or smaller than the
sum of risks of individual securities in that potib,

* positive homogeneity: risk of the multiple of a fiim equals the multiple of the risk
of that position,

e monotonicity: the risk of the position with lowan#él net worth is smaller or equal to

the risk of the position with higher final net woyt

19 According to this definition, VaR is not a cohereisk measure, since it does not meet the subvigliti
criterion, i.e., VaR of a portfolio can be greatsan the sum of individual securities’ VaR. As su¢hR can
be a misleading risk measure if used as a benchimaportfolio diversification (see Artzner et al999).
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* relevance: as long as the final net worth of thaitmm is strictly negative, the
corresponding risk of that position is greater tharo.

Acharya et al. (2010) expand the single institutlefinition of ES in equation 5 to include
numerous institutions. They define ES as a weighkted of expected losses of individual
institutions conditional on the financial systenteading its VaR:

ES = —lew, E[RIR <vaR]| (®)
i=1

where w. are weights corresponding to the relative impaaof each institution in the

financial system. Acharya et al. (2010) furtherinkefthe marginal effect of institutioin
being exposed to the financial system, or the matgxpected shortfall (MES), as:

MES’ :‘96'575‘(]:—E[R|Rj <VaR] )

Unlike the Adrian and Brunnermeier (2011) CoVaR cdjpmtion that is theoretically
sparse, Acharya et al. (2010) propose the SES anethiich is a systemic risk measure
based on estimates of MES, institution leverage @apital level, and also includes a
concrete theoretical framework. Specifically, SESléfined as the capital shortfall of the
financial system conditional on a macroeconomicckhmaterializing and is used to
analyze aggregate welfare effects of bank defaultsxdercapitalization.

Acharya et al. (2010) empirically test the perfonoa of MES during the financial crisis
of 2007/08 on a sample of US financial institutiombey analyze the effect of pre-crisis
variable estimates on their cross-sectional vamatiuring the crisis. Along with MES
their model includes estimates of ES, leverage,uanwolatility, realized SES and
institutions’ beta. Their results suggest that M&Simates appear to have a degree of
predictive power in explaining subsequent realieetirns of institutions in the sample,
whereas ES and beta have not. Moreover, instittdgpatific risk measures (ES and
volatility) and codependence measures (beta and )M&®ibit a high degree of
correlation.

A potential drawback of such an approach to systensk estimation, according to
Brownlees and Engle (2012), is the fact that fim@nanstitutions’ contributions to
systemic risk during severe financial crises caly tbe analyzedx-post They therefore
propose SRISK as a more flexible upgrade of the ®E®odology. The SRISK index of a
single financial institution is comprised of itsiegated MES, size and leverage. The sum
of individual institutions’ contribution to systemrisk, or aggregate SRISK, provides a
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system-wide estimate of potential capital shodfati the event of a systemic crisis. As
such, aggregate SRISK can be used as a benchmarkedwators to estimate
recapitalization needs of the financial system whearket conditions deteriorate
significantly.

Brownlees and Engle (2012) estimate individualiingons’ MES by constructing a time
series model of daily equity and market returnse Tasic setup involves a bivariate
GARCH model with dynamic conditional correlatior®GC), first proposed by Engle
(2002), which is used to model both the conditiormiances and conditional correlations
of the return series. A model specification of tkirsd can be used to produce dynamic, out
of sample forecasts of MES, which alleviates thebf@m of static, backward-looking
analysis employed by Acharya et al. (2010). Furtiuee, given the highly diverse and
growing body of ARCH-type models (for an overviesee Bollerslev, 2008), a time series
approach to estimating MES offers a variety of efiht volatility and correlation
specifications.

By forecasting short-term expected capital shdsiffdhe SRISK index can also be used as
an early warning indicator by regulators. An engatianalysis of the US financial sector
before and during the crisis of 2007/08 by Browslead Engle (2012) reveals that the
capital shortfall of the US financial system, acling to estimated aggregate SRISK,
increased from 200 billion USD before the crisisnearly 1000 billion USD during the
crisis. Aggregate SRISK in this scenario is estedaassuming an 8% minimum capital
requirement and a total market decline of 40%. Qhmanthe parameters of the basic
model yields alternative estimates of the capitabrgall under various regulatory
scenarios. A comparative analysisAfoVaR, SES and SRISK by Benoit et al. (2013)
indicates thanCoVaR and SRISK are particularly suitable for camging systemic risk
rankings of financial institutions.

Huang et al. (2009) propose a systemic risk meahateis more parsimonious than the
measures discussed so far but more timely. Théréthod relies entirely on data that is
available on a daily frequency, namely equity mesuand CDS premia of financial
institutions. They model systemic risk using a fobid credit-risk approach and apply a
two-step methodology. First, they estimate indialdéinancial institutions’ risk-neutral
PDs using CDS spread data and make a quarterlyasiref default correlations using data
on equity returns. Second, they define DIP as tlee pf insurance against expected losses
of individual institutions within the specified gtolio in the event of a systemic crisis. A
systemic event is defined as default of at lea% dball financial institutions’ liabilities.

Finally, Huang et al. (2009) use the estimatesirwdricial institutions’ PDs and DIP to
perform two types of stress test exercises. Tret §itress test incorporates estimates of
financial institutions’ PDs in a vector autoregress(VAR) model that also includes
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macro-level variables on market returns, markeatdly and the structure of interest
rates. The severity of the stress is determineddan adverse forecasts of the variables in
the VAR model that are added to the existing tirmges and used to re-estimate the
model. The second approach is a stress test basadsonulation of extreme historical
market downturns. Both stress test exercises bynglwd al. (2009) produce distressed
forecasts of the DIP measure that are comparahteagnitude to their estimated level of
systemic risk during the crisis of 2007/08.

2.2.4 Alternative models

The three categories of systemic risk measuremeethods discussed so far are
characterized by a common theoretical or empificahdation and include a multitude of
varying techniques for analyzing systemic risk. Tpleenomenon of systemic risk is
inherently complex and presents a wide scope fwareh, which partly explains the fact
that different methodologies for measuring systensic frequently overlap. The proposed
categorization is therefore merely an attempt tovigle a straight-forward frame of
reference. Along with these three broad categooéssystemic risk measurement
methodologies, important alternative methods hdse lbeen suggested. Methods that are
particularly relevant include: the CCA approachrmeasuring systemic risk, systemic risk
measures based on extreme value theory, economedsures of systemic risk, and the
regulatory proposal by The Basel Committee on Bam8upervision (2011).

Hartmann, Straetmans and De Vries (2004) use namitite extreme value theory to model
comovement in international financial markets dgriperiods of financial crises. They
approximate international asset market linkagesh vah international CAPM model
structure that includes local inflation and marketurn variables along with the
fundamental CAPM parameters. Systemic events ennational asset markets are defined
as either contagion or flight to quality. Contagicorresponds to a process of extreme,
linked declines in stock prices, whereas flightquoality refers to extreme increases in
government bond prices. Empirical results of thatidann et al. (2004) model for a
sample of stock and government bond returns in @gthtries indicate that stocks have
generally fatter left tails, i.e., more extreme awege returns than bonds. Furthermore,
based on a data set that covers major market dowentf the late 1980’s and 1990’s,
Hartmann et al. (2004) find that a stock markesieria roughly twice as likely to result in
contagion than a comparable episode in the bon#enhaklthough systemic events of an
extreme magnitude are not very common in the sgnmglgative effects of contagion on
international financial markets can be considerable

Lehar (2005) proposes a systemic risk index basedssets (or SIV index) that reflects
default probabilities of banks in a particular biawgksector. The basic framework for the
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estimation of default probabilities is based ontowent claims analysis. Input data for the
SIV index consist of estimates of three key paransetbank asset volatility, the level of
bank equity and interbank asset value correlatibakar (2005) estimates the former two
parameters using option pricing theory and obtaasset correlations by fitting an
exponentially weighted moving average (EWMA) modeirthermore, by using the CCA
methodology, Lehar (2005) develops a measure ofeggte expected shortfall. The
measure reflects the value of outstanding liabgitof a bank that exceed its equity level in
the event that the bank defaults. It can therefeused as an assessment of potential
deposit insurance liabilities following bank detsul

By combining the ES and the CCA approach, Gray Jotabt (2013) develop a forward-
looking measure of systemic risk named System-CI0®y model systemic risk as a joint
probability distribution of extreme losses, whidtey estimate from loss distributions of
individual financial institutions in a specified pimlio. Loss functions of individual
financial institutions are estimated using widelaitable data on daily stock and option
prices. The key difference between the System-CGFasure and comparable systemic
risk measures, according to Gray and Jobst (20%3)he fact that their specification
includes both an idiosyncratic risk component andsystematic risk component.
Specifically, the idiosyncratic component captuttes risk of individual institutions that
are reflected in their equity and option pricese ®ystematic component, on the other
hand, captures risk from exposure to common mawnodial factors. Consequently,
systemic risk using the System-CCA approach caanadéyzed on an aggregate as well as
individual institution level simultaneously.

For a sample of US financial institution spannihg period from mid 2007 to early 2010,
Gray and Jobst (2013) find that institutions thagrgually required government assistance
or defaulted also contributed the most to systemsic measured by System-CCA. Given
estimates of individual institutions’ systemic fis#ss, they asses additional equity needed
to compensate for this risk at an average of 5GhemEnts per institution. For extreme risk
realizations during the height of the financiakigiof 2007/08, total systemic risk-adjusted
equity shortfall for US financial institutions exags 300 basis points on average.

Billio, Getmansky, Lo and Pelizzon (2012) develoset of econometric measures of
systemic risk, based on Granger causality testspaindipal component analysis (PCA).
The latter methodology is used to determine sigaift common factors among financial
institutions that affect their systemic risk presil Granger causality tests are subsequently
applied to determine statistically significant caslinks between individual financial
institutions. This setup enables the authors tdyaasathe empirical structure of links
within a network of different financial institutisnusing five statistical measures of
connectedness.
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The five measures are (Billio et al.,, 2012, p. 540) degree of Granger causality that
measures the statistical significance of linksp@inber of connections of the individual

institution defined as the difference between lindsother institutions that are Granger
caused by the institution and links to the insititutthat are Granger caused by other
institutions, 3) sector-conditional connectionstthee defined as significant connections
within a particular financial sector, 4) closendhat measures the smallest distance
between a single institution and all other instita$ in the network, and 5) eigenvector
centrality that reflects the importance of a paifaic financial institution in the network.

Finally, following the release of the Basel Il stiard in 2010, the Basel Committee on
Banking Supervision (2011) subsequently releasptbposal of a regulatory measure of
systemic risk. The proposed method is essentiallydicator-based systemic risk measure
for global systemically important banks (G-SIB3)isnary of which is given in table 5.
According to the outlined methodology, systemi& i$ individual financial institutions is
measured based on estimates of their cross-jutisalad activity, size, interconnectedness,
substitutability, and complexity using individualdicators whose weights sum to 20%
within each category.

Table 5 Indicator-based systemic risk measurement apgroac

Category and Weighting Individual indicator

Cross-jurisdictional claims

Cross-jurisdictional activity (20%) o R
Cross-jurisdictional liabilities

e Total exposures as defined for use in the Basel

Size (20%
(20%) [l leverage ratio

* Intra-financial system assets
Interconnectedness (20%) * Intra-financial system liabilities
¢ Wholesale funding ratio

* Assets under custody
» Payments cleared and settled through payment
Substitutability (20%) systems
» Values of underwritten transactions in debt
and equity markets

e OTC derivatives notional value

e Level 3 assets

» Trading book value and Available for Sale
value

Complexity (20%)

Source: Basel Committee on Banking Supervisionp@l&ystemically Important Banks: Assessment
Methodology and the Additional Loss Absorbency Regraent, 2011, p. 5.
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Systemic importance of individual G-SIBs is detered by assigning a score to individual
indicators that reflects the importance of indiatlbanks relative to the entire sample of
G-SIBs (the Basel Committee on Banking Supervisifii,1, used a sample of 73 of the
world’s largest banks). Based on their estimatestesgic importance, individual banks
would be required to add up to 3.5% of common gqretative to RWA, in order to
improve their loss-absorbing capacity and loweirthebability of default. The indicator-
based systemic risk measurement approach has beefore developed specifically to
address the issue of global SIBs and is primarilsegulatory attempt to improve the
resilience of the world’s largest banks that ertjoy TBTF status.

3 SYSTEMIC RISK CONTRIBUTIONS OF EUROZONE BANKS

Given the diverse array of techniques that haven preposed for measuring individual
institutions’ contributions to systemic risk, meashpirical papers nonetheless focus on the
US financial system. Engle et al. (2012) highligbime estimation and data issues that
make systemic risk assessment of the Europeanciadaystem somewhat more involved.
Defining the exact location of the original advess®ock and its effects on individual
countries or institutions is particularly problemsaiGiven the heterogeneous structure of
the European national economies and financial systerises tend to have an asymmetric
impact. Engle et al. (2012) attempt to alleviatesth issues by introducing particular
features into their SRISK index that account faurttoy-, Europe-, and World-specific risk
factors. They then use the augmented SRISK indeantdyze systemic riskiness of the
broader European financial system that includekd$jaimsurance companies, real-estate
companies and financial services companies.

Acharya and Steffen (2013) focus on analyzing gstesnic risk contributions within the
European banking sector using the SES approachr $ample covers banks that were
part of the EBA stress test exercise in 2011 aleitly large banks from non-EU member
states, like Switzerland. They use stock retura tiabbtain MES and add data on leverage
and capital levels of banks to construct the SE8xn

3.1ACoVar of Eurozone banks

| use the CovVaR method of Adrian and Brunnerme2f¥1{) to perform an empirical
assessment of systemic risk contributions of Eutezmanks in a Gaussian framework. In
particular, | focus on comparing the systemic nakkings of banks in the sample during
the global financial crisis to the period that meed the crisis. To this end, | subdivide the
entire sample period that spans Janu&rg®00 to December 2012 (3330 observations
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in all) into two sub periods of equal length. Fitbe pre-crisis period spans Decembé? 27
2002 to December 812007. Second, the period encompassing both tHealgfimancial
crisis and the beginning of the European debtxdpans January®2008 to December
31° 2012. Both estimation periods consist of 1286 pla®ns. | define the unit of
observation as a publicly listed Eurozone bank wldiily equity prices that are available
for the entire sample period. Unlike other empiranaalyses of systemic risk contributions
that include various types of financial institutspm focus solely on Eurozone banks. Given
specific regulatory requirements for banks, thelymigm of systemic risk factors that |

perform in part 3.2 could result in omitted varglbias for a sample of different types of
financial institutions.

Figure 1:EUROSTOXX Banks Index daily log returns (in %)®Q012
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Figure 2:Sample average daily log returns (in %), 2000-2012
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Following similar applications in the literature daR estimation (see, for example Engle,
2001; Tsay, 2010) and systemic risk measuremeast {seexample, Brownlees & Engle,

2012; Benoit et al., 2013), | use ARCH-type modelsobtain estimates of institutions’

intertemporal VaR and CoVaR. Specifically, | empbyYGARCH(1,1) model to estimate
VaR and a bivariate GARCH DCC(1,1) model to ester@oVaR. The latter specification

is similar to the robustness check that Adrian &ndnnermeier (2011) perform in the
original paper, in which they use a diagonal (DVBGCiariate GARCH(1,1) model to

estimate CoVaR. Given the specification of a maliate GARCH(p,q) model with a

DCC conditional correlation structure (see Englep2), it appears better suited for
estimating intertemporal correlations and hence &VThe choice of ARCH-type models
is further motivated by clear evidence of heterdaséc effects and volatility clustering in

the data series (see figure 1 and figure 2). Inpilesence of such effects, ARCH-type
models provide a straightforward framework for gmalg time-dependent volatility.

3.1.1 Data

| use data on daily equity prices for a sample ®&fEtirozone banks from the Thomson
Reuters Datastream database. Banks in the sangptdhasen based on the availability and
completes of their stock return time series coyetire sample period Januard} 8000 to
December 3% 2012 (only return series of banks that cover thiéree sample period are
included in the sample). Additionally, only highigquid bank stocks are included in the
sample (return series with more than 20% of allyd&@turn observations equal to zero are
excluded from the sample). | use data on the Etmax3Banks index (symbol SX7E)as

a proxy for the financial system variable. For thapose of the empirical analysis, |
calculate daily log returns for the entire sampteiqrd. Descriptive statistics for daily log
returns of individual banks in the sample are giveappendix 3, table 1.

The time series exhibit two pronounced intervalsinafreased volatility clustering (see
figure 1 and figure 2). The first interval coveng tperiod following the bursting of the dot-
com bubble, the events of Septembél and the major US corporate scandals in 2002 and
2003. The second interval begins in late 2007 witthatility peaking following the
Lehman collapse in September 2008. Throughout ®@8-2012 period, volatility of
Eurozone bank stock returns remained significaalyvated, compared to the relatively
low volatility environment of the years leading tp the crisis. The deepening of the
European debt crisis in the fall of 2011 that préedpthe ECB to launch the long-term
refinancing operation (LTRO) in December 2011 isaaapanied by another peak in bank
stock return volatility.

» The Euro Stoxx Banks index is a capitalizationghééd sub index of the Euro Stoxx 600 index and is
comprised of highly liquid stocks of large Eurozdyanks.
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3.1.2 Model

3.1.2.1Time-dependent model of VaR

Following the definition in equation 2/aR’, corresponds to thg quantile of the return

distribution of institutioni. Assuming R, follows a normal distributionyaR}can be

expressed explicitly as:
VaR| = (D_l(q)a-i,t + [ 8)

where ®7(q)is the q quantile of the inverse of the probability dendiyction of the
standard normal distributiong; ,is the estimated volatility of log returns, arg, is the

estimated mean of log returns at timé estimate the volatility of individual return ses
using the econometric approach outlined by Tsayl@0The basic return specification
follows:

) =/) .+ £
R =l +&; )

wherey is the mean andg,  is the innovation at timet. In order to filter out
autocorrelation in first lags from the return sgriemodel the mean process Rf, using a
simple auto regressive model with three lags — AR(3

Hiy =00+ Qoflipq ¥ Aol + Qaflip 3+ &y (10)
The residual is specified as:
it =40, (11)
where z, is i.i.d. distributed with zero mean and unit aade, i.e.,{z} ~iid(02).
Conditional variance is modeled as a GARCH(p,g)cess suggested by Bollerslev
(1986), which is a generalized specification of dhiginal ARCH(p) model first suggested

in a seminal paper by Engle (1982). A GARCH(p,q)deloof conditional variance is
represented as:

p g
2 _ 2 2
O —ao"'zaifi,t—l"'zlgjaj,t—l (12)
i=1 J:l
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where g, is the constanp term represents the ARCH component grtdrm the GARCH

component in the model. Given that higher order GAR,q) models are generally
computationally intensive, | use a simple univaiaddARCH(1,1) model to obtain
intertemporal estimates of conditional varianceequation 12. The conditional variance
process is consequently represented as:

2 _ 2 2
Oy =0y +as, + o4 (13)

The time-dependent estimator of conditional stashddeviation for the return series of
institutioni from equation 8 therefore equals:

0; t =4/t (14)

| obtain time-dependent estimates of the mean pso@e equation 8 using the AR(3)
specification in equation 10. Averages of intertenap estimates of/aF{']’t at the 99% ClI
for individual return series in the sample are giveappendix 4, table 1.

3.1.2.2Time-dependent model afCoVaR

According to Benoit et al. (2013) (see also Ad&aBrunnermeier, 2011), for symmetrical
joint distributions of returnsACoVaR can be expressed by a straightforward clésea-
solution. Such a specification ohCoVaR is based on intertemporal estimates of
conditional correlation between the residuals @& fimancial system and an individual
institution.

The derivation of the closed-form solution #€oVaR follows the approach outlined by
Adrian and Brunnermeier (2011) and further elakemtdiy Benoit et al. (2013). | assume
that the conditional distribution of each pair onket and individual bank returns follows
a bivariate normal distribution that is represeriigd

(R,t’Rj,t)~NZ(/Ii,t’/'lj,t’Oft’sz‘t’ |,j,t) (15)

whereR;,, u;,, and U,-zt are the return series, the mean, and the variinite financial

system respectivelyR ., 4, and O]Z’t are the return series, the mean, and the variaince
institutioni and g, ; ,is the time-dependent conditional coefficient ofretation between
returns of the financial system and returns ofituson i.
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According to the definition in equation 3;ovaR'is a conditional distribution that

represents VaR of the financial system, given thatitutioni is at a particular state.
Following Alexander (2008), the conditional stardilaormal distribution is defined as:

Ri =4
Rt IR ~(:uj,t +p|,j,t0-j,t[ ta_ - ,(l—piz,j’t)ait (16)
It
where 1, +p jtth[MJ is the mean ancﬁl—,oizjt)aft is the variance of the
' o Oiy " '

standard normal conditional distribution. Standardj the parameters in equation 3 when
institutioni is assumed to be at its p-level VaR therefore gield

it M it M
Rj,t_ﬂj,t_pu,j,taj,t(Rma_ 't] CoVath(q, p)_ﬂj,t _/-)u,j,ta'j,t[Rht ’tJ
P 1t < L R =VaRyt(p) =q
(1— piz,“)ait (1— piz,j,t)a—it a7
R, —
Ri: — Hijq "IOI,J,tUi,t[ B I't] o .
where Git has a standard normal distribution with zero mean
2 2
(1‘:0i,i,t)‘7,-,t

and unit variance. The g-level CoVaR of the finahslystem when institutionis at its p-
level VaR can now be written explicitly as:

CoVaRy (q’ p) = q:’_l(Q)\[ (1_:0|2,j t )sz,t T Uy +¢’_1(p)lq it (18)

When institutioni is at its median state, i.e., whpr 05, then db'l(p),qyj,taj,t =0, which

follows from the assumption that returns are distied normally. Rewriting definition in
equation 4ACoVaR is expressed as:

ACoVaR; (q, q) =CoVaR; (q, q)— CoVaR; (q, p) (19)
Consequently, the specification #8€oVaR simplifies to a closed-form solution:
ACoVaR, (q, Q) = (D_l(CI)/} i ,tOA-j t (20)

| estimate both the time-dependent volatility teand the time-dependent correlation term
in equation 20 using a bivariate GARCH DCC(1,1) elo&ollowing the specification by
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Engle (2002), the conditional variance structures bivariate GARCH DCC(1,1) model
are simple univariate GARCH(1,1) processes:

2 _ 2 2
Oy =Qig+ai &4+ B0,

2 2 2 (21)
O =Qo+aE 14+ B0 4

Estimators of time-dependent conditional varianeetherefore equivalent to the estimator
in equation 14. Engle (2002) defines the estimatdrshe elements in the conditional
variance-covariance matrix of the bivariate GARCB®model using two specifications.
The first specification corresponds to:

Q. =D\RD; (22)

where Q, is the conditional variance-covariance matrix ar,is a diagonal
normalization matrix of the form:

D, = diag{\/;i } (23)

The structure of theD, matrix ensures th&,is a conditional correlation matrix.
Rewriting the definition in equation 22 by utiligrthe definition ofD, in equation 23,
Engle (2002) define®R, explicitly as:

R, = diagUQ;letdiag[ Qt‘lj (24)

Using matrix notation, the structure Bf, from equation 24 corresponds to:

R = g, O - 0.i2’t Git|o: O - (25)
t O o-j’t G'jyi’t 0-2 O O'j’t

It

Multiplying the matrices yields:

R, = e (26)



where g;

i i1 =0j, Is the conditional covariance of institutiornd the financial system.

The matrix in equation 26 can finally be rewrittesn

1 A
R, = . 27
t |:,0j’i’t 1 :| ( )

which confirms that theR, matrix is indeed the time-dependent conditionakralation

matrix. The second specification of the estimatbthe conditional variance-covariance
matrix by Engle (2002) corresponds to:

Qi :(1_‘7_,3)_Ri’i MUCTETI TSRS &0 ) (28)

where R jis the unconditional correlation matrix and the fliolents must satisfy

a,>0and a+ <1, for the process to be weakly stationary. Givea $tructure of

conditional variance estimators and conditionalarare-covariance estimators, the time-
dependent conditional correlation estimator isdfae defined as:

P == (29)

Averages of intertemporal estimates&€oVaR,(q,q)at the 99% ClI for individual return

series in the sample are given in appendix 4, thble

3.1.3 Results

One of the major drawbacks of traditional, micrajemtial regulatory instruments, like
VaR of individual financial institutions, is thedathat they do not entirely capture these
institutions’ systemic importance. Adrian and Brarmeier (2011) developed the
ACoVaR framework in order to address this flaw amavigle a more comprehensive risk
measure that reflects systemic riskiness of anviddal institution. Analogous to the
results in the original paper, | find that the &a®gctional relation between VaR and
ACoVaR of Eurozone banks for the entire sample delagks any particular regularity
(see figure 3).

The cross-section for both sub-periods producamas outcome (see figures 1 and 2 in
appendix 5). The plot of VaR antiCoVaR for the pre-crisis sample period is more
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concentrated, while the plot for the crisis perisdmore scattered. None of the plots,
however, reveal strong cross-sectional associatibrVaR and ACoVaR. The latter
suggests that VaR in isolation can be a misleadimggsure of systemic importance.
Despite the fact that Irish and Greek banks in gsample exhibit highest VaR, select
Spanish, French and Italian banks appear to coérithe most to systemic risk.

Figure 3:VaR and/CoVaR (99% CI), 2000-2012 (in %)
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Time-dependent estimates of VaR andoVaR averaged across all banks in the sample
are given in figure 4. The figure indicates a hidbgree of synchronicity between
estimated intertemporal VaR amtlCoVaR. This result suggests considerable tail co-
movement of individual bank returns in the sampld the financial system. The absence
of a particular relationship structure in the cresstion (figure 3) and apparently strong
intertemporal codependence of VaR at@bVaR is in line with the findings of Adrian and
Brunnermeier (2011).

Both risk measures exhibit three pronounced peakise 2008-2012 period. The first peak
follows the collapse of Lehman Brothers in late 0@ith averageACoVaR reaching
8.9% on October 142008. The second peak takes place on Mdy2010, with average
ACoVaR reaching 10.1% following the agreement tatdsth the EFSF fund as a response
to the deepening sovereign debt crisis in the EarezThe third peak occurs on November
2" 2011, with averagaCoVaR reaching 6.7%, which reflects the heightemeckrtainty
surrounding the second Greek financial aid pacleagkfinancial stability issues of major
Eurozone member countries.

Figure 5:Time-dependent conditional correlation coefficient
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Figure 5 depicts the time-dependent estimate ofcthraditional correlation coefficient
between bank and financial system returns averagesss all banks in the sample. The
figure suggests that the average correlation hah [seadily increasing from weakly
positive at the beginning of the sample periodhwtiite correlation coefficient in the 0.10
to 0.50 range, to strongly positive in the 20082@&riod. The correlation coefficient in
the latter period peaks on May”l:tOlO at 0.66, which coincides with the peak inrage
ACoVaR, and stays consistently above 0.40 througti@uperiod. This indicates that the
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correlation between financial system and individeahk returns increased in the period of
significantly elevated volatility.

Figure 6:Time-dependent VaRCoVaR and daily log returns for top-ranked banks
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Systemic risk rankings of banks with highes€toVaR within individual sample periods
are given in appendix 6, tables 1-3. On an aggeelgasis, an across-the-board increase in
both stress, measured by VaR, and systemic riskimesasured bxCoVaR, from the pre-
crisis to the 2008-2012 period is observable fbbahks in the sample. Employing the
comparative statics approach, the rankings sugbastbanks with the highest systemic
risk contributions are fairly consistently ranketdtlze top throughout all three estimation
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periods. The banks that exhibit the highest ina@emsACoVaR in the crisis period
compared to the pre-crisis period are: Intesa Sdag#l’) and Banco Santander (ES) with
an increase of 3.6 p.p., Pohjola Pankki (FI), Usddr (IT), and BBVA (ES) with an
increase of 3.5 p.p., Erste Group Bank (AT) with iaorease of 3.4 p.p., and Banca
Popolare Emilia Romagna (IT) and Banco Popular Bsp@S) both with an increase of
3.3 p.p (see table 1 in appendix 4).

Conversely, the banks in the sample that exhilst ighest jumps in their crisis-VaR
compared to the pre-crisis period are banks fromoEne countries that experienced
severe turmoil in their banking sectors. The twehirbanks in the sample, in particular,
display a considerable increase in distress. ValRe#llied Irish Bank increased by 11.5
p.p., whereas VaR of Bank of Ireland increased by p.p. These are followed by three
Greek banks. Eurobank Ergasias experienced araselia VaR of 7.9 p.p., VaR of Alpha
Bank increased by 7.2 p.p., and VaR of Bank ofdisaincreased by 7.1 p.p. In addition,
the two Belgian banks in the sample, Dexia and K869 experienced a sizeable upsurge
in crisis-period distress with an increase in VAR.0 p.p. (see table 1 in appendix 4).

Time-dependent estimates of ValRCoVaR and daily log returns for the three top-rahke
systemically important banks in the 2008-2012 mkrare given in figure 6. The
formulation of ACoVaR in equation 20 implies that the intertempomatelation of returns
plays a significant role in explaining potentialillspver effects to the financial system
when individual banks are in distress. Consequeatliigh degree of tail co-movement
results in higher estimateCoVaR of individual banks and hence their systemisic. The
latter is confirmed by estimated time-dependentetation coefficients for top-ranked
banks for the period 2008-2012 that are givengarg 7.

Figure 7:Time-dependent correlation coefficients for topkad banks
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Throughout the sample period, but particularly dgrine 2008-2012 period, returns of all
three banks that are ranked as highly systematigalportant exhibit a high degree of
correlation with the financial system. The time-eéegent conditional correlation

coefficient for BBVA (ES), Banco Santander (ES) &utiete Generale (FR) in the 2008-
2012 period is consistently within the 0.70 to Or@dige, which relates to strong tail
codependence of these banks and the financialnsyste

Conversely, the time-dependent conditional cori@tatoefficient for Eurozone banks that
exhibit high levels of VaR but only moderat€oVaR is far less consistent and generally
lower. Time-dependent correlation coefficients anks with highest VaR are given in
figure 8. Results indicate that the conditionalretation coefficient for all three banks
moved within the 0.20 to 0.70 range for most of &séimation period. Unlike the high
ACoVaR banks, however, the conditional correlatioefficient of Allied Irish Banks (IR)
and the Eurobank Ergasias (GR), in particular,idedlsignificantly following the market
turmoil of late 2008. The latter development su¢ges decoupling from the financial
system variable and hence lowdgZoVaR despite increased volatility of these’ basikek
returns.

Figure 8:Time-dependent correlation coefficients for bawks high VaR and moderate

4CoVaR
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3.2Analysis of systemicrisk factors

Common determinants of systemic risk that have lidemtified in the empirical literature
include firm leverage, size (see, Brownlees & Englél2, and Acharya et al., 2010),
market beta, and VaR (see Adrian & Brunnermeief,1201 focus on the former three
factors and also include VaR in the analysis, sinogpresents an important component of
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the ACoVaR framework. Furthermore, estimated interteralp@aR exhibits a high degree
of synchronicity with ACoVaR (see figure 4). | test the following threepbtheses
regarding the codependence of systemic risk factod&ACoVaR:

* Hypothesis 1: Bigger Eurozone banks, measured by total assets,ltigherACoVaR
* Hypothesis 2: Eurozone banks with higher leverage have higit@rVaR
* Hypothesis 3: Eurozone banks with higher stock beta have higigoVaR

3.2.1 Variables

In addition to the estimated VaR an€oVaR that | average in order to obtain quarterly
time series, | use quarterly and yearly balancetskdata for 44 banks in the original
sample from the Bloomberg database. Balance slaeatisl not available for two Greek
banks, Bank of Pireus and General Bank of Greehdewlata for French, Irish and Dutch
banks is only available on a yearly basis. Theremanel sample spans 2000 Q1 to 2012
Q4 and includes 1551 observations. | further sutldithe sample into two sub periods.
The first period spans 2002 1Q to 2007 4Q and amnt@dl4 observations, while the
second period spans 2007 1Q to 2012 4Q and incli@lésbservations. | obtain quarterly
estimates of individual bank stock’s beta using @&PM formulation (see Brigham &
Daves, 2004, p. 88):

Bir = ;’ (30)

where g; ;; is the unconditional covariance between individoahk and system returns

and O'J-Z’T is the unconditional variance of system returnperniod T. | obtain estimates of

quarterly leverage using the quasi-market valueasdgets to market value of equity
approach, outlined in Acharya et al. (2010) thatosputed as:

BA - - BE. + + ME,
LEVi’T — A,T ME|,T i,T (31)
iT

where BA ; is book value of total assetBE, ; is book value of total equity, anBIE; ; is

market value of equity of bank i in period T. Degtive statistics for the panel data
sample are given in table 1 in appendix 7. Duédnéofact that balance sheet data for select
banks is only available on a yearly basis, the @lveample is weakly balanced.
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3.2.2 Model

Following the discussion by Greene (2012), a prgpecification of a panel data model is
predicated on an assumption regarding the coroelairucture of omitted effects and
estimated variables. In order to adequately spdbiéypanel model, | run a fixed effects
(FE) model using least squares dummy variable ssgre (LSDV) and a random effects
(RE) model using the generalized least squares \@w&hod in order to perform the
Hausman specification test.

The FE model is specified as follows:
DCVAR; =a; + BVARy + B;BETA; + B,SIZEr + [iLEV; +£r (32)

where DCVARis ACoVaR, VAR ;is VaR, BETA ; is beta, SIZE, ; are total assets in bn
EUR, and LEV, is leverage of bank in period T. Furthermoreg; is the regression

intercept of bank, and¢; ; is the residual.

The RE model is specified as follows
DCVAR: =a, + BVAR: + B;BETA; + B,SIZE+ + BILEV 1 + a1 (33)

where w, ;is the composite error termy, is the regression constant, and all other

variables are the same as with the FE model. B&h-E and the RE models include bank-
specific effects. Given that estimatadCoVaR exhibits a prolonged period of increased
volatility following the global financial crisis oR007/08, | incorporate time-specific
effects in both panel models to control for thisia@on.

According to Wooldridge (2010), the Hausman speatfon test is designed to reveal,
whether omitted effects and explanatory variabtescarrelated. Existence of a correlation
structure is assumed by the specification of a eldah while alternatively, omitted effects

are assumed to be independent of explanatory Vesisdnd random in a RE model.

Results of the Hausman test, given in table 1 imeadix 8, indicate that the covariance
between an efficient estimator and its differenslative to an inefficient estimator is not

significantly different from zero. This implies théhe omitted effects and explanatory
variables in the panel data sample are correlate#tjing the FE model a more appropriate
choice for analyzing the effect of explanatory ahates om\CoVaR.
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3.2.3 Results for the 2000-2012 sample period

Results of both the FE and the RE panel regressicagiven in table 1 in appendix 8.
Both models produce similar results’ 8 the FE model is higher than that of the RE
model. The only major difference between both m®&dsl the statistically significant
regression coefficient estimation at 95% CI forabiet the RE regression. The FE model,
on the other hand, produces a statistically infiicant regression coefficient estimation for
beta. Estimated coefficients for VaR, size and hage are all highly statistically
significant for both models, while the regressiamstant is statistically significant at the
90% CI for both models.

Results of the panel analysis for the entire sanpgieod indicate thaHypothesis 1:
Bigger Eurozone banks, measured by total assets, liigherACoVaR, cannot be refuted
at the 99% CI. The regression coefficient ®IZEfor the FE model is highly statistically
significant and positive. The coefficient is smallthan one, suggesting that an
intertemporal increase in Eurozone bank size hasixder commensurate positive effect on
ACoVaR in the analyzed period. Specifically, a 1HdREincrease in total bank assets
results in a 22 b.p. increaseA€oVaR. Most banks in the sample have total assitémw
the 100 — 200 bn EUR range (see figure 3 in appedidiwhich could partially explain the
size of the estimated coefficient. Nonetheless, dp&emic risk rankings of Eurozone
banks in tables 1-3 in appendix 6 indicate that liggest Eurozone banks are fairly
consistently ranked as the most systemically riskgughout the sample period.

Results of the panel analysis for the entire samptéod further indicate thaiypothesis

2: Eurozone banks with higher leverage have higit@oVaR, is refuted. The regression
coefficient for LEV for the FE model is highly statistically signifirdaand negative,
suggesting that an increase is Eurozone bank lgggsmaccompanied by a decrease in
ACoVaR. This outcome could be explained by the tlaat high-leverage Eurozone banks
do not generally exhibit highCoVaR (see figure 5 in appendix 9). Furthermoréespin
leverage and\CoVaR of Eurozone banks in the period up to 201duowith a time lag
(see figure 6 in appendix 9). In both the 2003 #red 2008 period of heightened market
distress, Eurozone bank leverage increases folip@aioonsiderable increase ACoVaR.
The latter suggests that for Eurozone banks, amease in leverage is an after effect of
stressful periods, rather than their precursor.

A general increase in leverage of Eurozone bankiseiefore likely to be the outcome of
deteriorating asset quality due to falling assétgs and raising default rates following
strong systemic events. The dramatic increasenik everage in year 2012 (see figure 5
in appendix 9), however, is mostly attributabldhe significant increase in leverage ratio
of Greek banks in the sample, following the debapvagreement for Greek sovereign
bonds in early spring of that year.
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As already observed, results of the panel analigisthe entire sample indicate that
Hypothesis 3. Eurozone banks with higher stock beta have high@oVaR, is
inconclusive. The FE regression coefficient BETA is statistically insignificant and
exhibits considerable standard error. Despite #oe that cross-sectional average betas of
individual Eurozone banks in the sample appear @opbsitively linearly related with
ACoVaR (see figure 1 in appendix 9), the interterapdynamics of both variables do not
show a considerable level of synchronicity (searigg2 in appendix 9). The later is due to
the FE model specification, which is suited for lgm@g within group effects, i.e.
intertemporal variation, rather than between greffpcts, i.e., cross-sectional variation.
The RE model provides more insight regarding ceesgtonal variation, since it can be
interpreted as a weighted average of within andvéet group estimators (see Greene,
2012), which is why the regression coefficient BETA s statistically significant at the
95% CI for the RE model. Even though beta and Co\&i&re some conceptual
similarities, as they are both designed to gauge ittterdependence of market and
individual stock returns, for the Eurozone bank gknbeta appears not to have any
particular intertemporal explanatory power.

The regression coefficient for VaR is highly statally significant, positive and smaller
than one, suggesting that an intertemporal incréa3éaR has an under commensurate
positive effect onACoVaR of Eurozone banks. Given the closed-from nitesn of
ACoVaR in equation 20 that explicitly features VaRaqgarticular institution, the strong
intertemporal positive association of VaR an@oVaR is expected. The results of the
panel model therefore suggest that even thoughi¥aRpoor measure of relative systemic
riskiness in the cross section or between diffebamks, it does provide a high degree of
explanatory power for potential intertemporal tsilill-over effects that are captured by
ACoVaR of individual banks.

Overall, the analysis of systemic risk factorstfue sample of Eurozone banks reveals that
size and VaR in particular play a significant raheexplaining intertemporal systemic
riskiness of Eurozone banks, measured\BpVaR. Eurozone bank leverage, on the other
hand, appears to be the result of increased systeski rather than one of contributing
factors toACoVaR. Lastly, stock beta does not appear to benath significance in
explaining the systemic riskiness of Eurozone bamkke 2000 1Q to 2012 Q4 period.

3.2.4 Results for the sub periods

Similar to the overall sample period, the resuftshe Hausman test for both sub periods
suggests that the FE model is more suitable fdysisaof both panel samples. For the pre-
crisis period that encompasses 2002 1Q to 2007 dfvhaged regression coefficients for
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size, leverage and the regression constant in EhenBdel are statistically insignificant,
while the estimated regression coefficients for VaRd beta are both statistically
significant at the 99% CI. Unlike the overall sampkriod, size and leverage of Eurozone
banks have little intertemporal explanatory powethie FE model for the 2002 1Q to 2007
Q4 period, while the regression result for betaicaigs that an increase in Eurozone
banks’ beta has an under commensurate negativeemmigoral effect on their systemic
riskiness measured kyCoVaR. Estimated regression coefficients for sizé l@verage in
the RE model, on the other hand, are both strosiglystically significant, which suggests
that both variables exhibit a degree of cross-seatiassociation withCoVaR in the pre-
crisis period.

Results for the crisis period that encompasses 2@@&o 2012 Q4 indicate that the FE
model regression coefficients of all variables gjffmm size are statistically significant at
the 99% CIl. For the RE model, however, all estimhategression coefficients are
statistically significant at the 99% CI. The estigthregression coefficient for beta in the
FE model is statistically significant, negative asrdaller than one but with considerably
higher standard error than in the panel model lier pre-crisis period. The estimated
regression coefficient for leverage is comparableéhe estimation for the entire sample
period, albeit with slightly higher standard errdhe estimated regression coefficient for
VaR is highly statistically significant, positivand smaller compared to the overall period
and the pre-crisis period.

Differences between estimated panel regressionddthn sub periods and the overall
period are in part attributable to fairly short éreeries that comprise both sub periods. The
pre-crisis period includes 24 intertemporal obstowna, while the crisis-period includes 20
intertemporal observations, which could potentigliye rise to small sample bias. Given
the specifications of panel data models for ale¢hestimation periods, estimates for the
overall period provide the most tractable results.

CONCLUSION

The highly turbulent period in international finanthat began with the global financial
crisis of 2007/08 and led to the European debisctigo years later resulted in a regulatory
paradigm shift. The pre-crisis notion that unfawbeadevelopments and asset price
bubbles in the financial sector can be adequatedyjt dvith using traditional instruments of
economic policy was shown to be false. The deptthefturmoil forced central banks and
fiscal authorities to engage in an unprecedentedukis effort in order to prevent a
considerable deterioration in financial stabilitydastave off a potential financial collapse.
In the aftermath of these events, the approachinandial regulation fundamentally
changed in favor of a more sustainable, forwarddlog regulatory regime with a
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macroprudential mandate. Consequent changes ohtidational regulatory framework
have sought to accommodate the highly complex atehwoven structure of modern
financial systems and make the regulatory process iproactive.

Along with the shift of regulatory focus, the pasisis response has been accompanied by
a variety of new theoretical and empirical works tre issue of macroprudential
instruments. More traditional methods of modeliggtemic risk and financial contagion
have been upgraded to include more realistic akagetomplex scenarios, like liquidity
spirals and network effects. The development ofividdal contribution methods of
quantifying systemic risk, which include the MESCoVaR, SRISK and DIP approach,
has become an important new subfield of systemaicrasearch.

An advantage of these methodologies is the fadtthey rely on publicly available data
and utilize insights from existing risk assessmenethods, like VaR and ES.
Consequently, they are particularly well suiteddssessing the relative systemic riskiness
of individual financial institutions. From a macradential point of view, these
methodologies could be used for systemic risk mamagt purposes, either by assigning
institution-specific capital requirements or impagia taxation scheme based on estimated
contributions to systemic risk that would diminigte discrepancies in systemic riskiness
between individual financial institutions.

In the master’s thesis | analyze systemic risk routions of 46 Eurozone banks in the
period between 2000 and end of 2012 that encompasdtk the global financial crisis and
the first phase of the European debt crisis. In fir& stage, | obtain intertemporal
estimates of individual bankACoVaR and construct a ranking of systemically intgair
Eurozone banks. The rankings for top ten Eurozarkd with higheshnCoVaR include
mostly large institutions and are fairly consistemer both sub-sample periods as well as
the overall period. In the second stage, | analyme association oACoVaR to four
systemic risk factors: VaR, size, leverage and,ldstaunning a panel data model with a
guarterly frequency. Results suggest that VaR drel lsave a significant, positive effect
on ACoVaR, whereas leverage has a significant negaffeet onACoVaR. The estimated
regression coefficient for bank’s stock beta isistigally not significant.

Results of the panel data model for the entire $arppriod corroborate the broadly
accepted assumption that bigger banks are genegdemically riskier. Although the
effect of size onACoVaR of Eurozone banks is under commensurateprietheless
indicates that increasing total assets contribotgtipely to their systemic riskiness. The
effect of bank leverage onCoVaR is, however, slightly more ambiguous. Empiric
results for the entire sample period suggest thaherease in Eurozone bank leverage is
accompanied by a decreaseA@oVaR, although the time plot of both variables lieg
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that considerable increases in leverage are mkeby linterpreted as aftereffects of severe
financial distress.

From a macroprudential regulatory perspective, ikgylications of the empirical analysis
for the sample of Eurozone banks in the 2000-2Gkbg@ using theACoVaR framework
can therefore be summarized as: 1) VaR is a poasune of relative systemic riskiness of
individual banks in the cross-section but providegportant insight into potential
intertemporal tail spillover effects from individudanks to the banking system, 2)
increasing total assets have a positive effectystemic risk of banks, 3) increasing bank
leverage does not result in increased systemiclngks more likely the result of strong
systemic events, and 4) beta of banks’ stocks doégprovide a material link to their
systemic riskiness.

Given the current state of affairs there is stithm for improvement of empirical analyses
of systemic risk. A major challenge in this regamlates to data availability issues,
particularly for the Eurozone case, which tendsestrict both the temporal and cross-
sectional scope of analysis. Richer data serie€toozone banks that span longer time
periods would enable a more detailed assessmeidtiaslyncratic systemic risk factors.

Still, theoretical and empirical advancements ia fileld of systemic risk measurement in
recent years have contributed significantly to tlengoing debate regarding

macroprudential regulation. At the very least, ¢he®vel systemic risk measurement
methods have made the implementation of a compsareenmacroprudential regulatory

regime a viable objective in the foreseeable future
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POVZETEK

uvoD

Problematika finagne stabilnosti in sistemskega tveganja je po izbsetovne finaine
krize zopet postala pomemben del agende raziskawahcregulatorjev. Kriza je namte
razkrila kopico pomanjkljivosti v globalnem fin&mem regulatornem sistemu, predvsem
njegovo inherentno procikinost in neustreznost mikrobonitetnega nadzora. rislai
pokriznega reformnega programa je torej vzpostaviiel] winkovitega regulatornega
mehanizma s poudarkom na makrobonitetnem pristgfaj Borio, 2003, in De Nicolo,
Favara & Ratnovski, 2012). Prav makrobonitetni maigredstavlja kljani ¢len v novem
regulatornem pristopu, ki naj bi regulatorjem om&a@rav@asno zaznavanje poviSanega
sistemskega tveganja in ukrepanjeeraanteosnovi.

Obseg strokovne literature na temo sistemskegahjage v pokriznem obdobju dozZivel
razcvet. Pomemben segment pokrizne literature faelggo novi empiréni in teoreténi
pristopi k merjenju sistemskega tveganja. Efjuprispevki na tem podiu so: 1) metoda
delta CoVaR ACoVaR) (Adrian & Brunnermeier, 2011), ki temelji maetodologiji
tvegane vrednostiafg. Value-at-Riskli VaR), 2) metoda sistemske qakovane izgube
(ang. systemic excpected shortfalil SES) (Acharya, Pedersen, Philippon & Richargson
2010), 3) indeks sistemskega tveganja ali SRISKoBiees & Engle, 2012), ter 4)
metoda stresne zavarovalne premgad. distressed insurance premia DIP) (Huang,
Zhou & Zhu, 2009).

Vecina empirénih analiz prispevanja posameznih figai institucij sistemskemu
tveganju, ki uporabljajo zgoraj navedene metode,ulkearja z ameriSkim finamim
sistemom. Navkljub dejstvu, da so imele nekater®pske drzave precejSnje teZzave s
sistemskimi neravnovesji, je obseg kvantitativnifalez sistemskega tveganja v evropskih
drzavah omejen. Acharya in Steffen (2013) takoiamata sistemsko tveganje bank v EU
z uporabo SES metode, medtem ko Engle, Jondeawchkiigjer (2012) analizirajo SirSi
evropski finakni sistem z metodo SRISK.

Glede na obseg in intenziteto sistemskih dogodkdarénih sektorjih nekaterih drzav v
Evroobm@ju, ostaja tovrstna analiza sistemskega tvegalgaanrtna. V magistrskem delu
sem si torej zastavil dva cilja. Péyi predstaviti pokrizni premik od mikro- k
makrobonitethemu regulatornemu pristopu in anaizimjune kljine zngilnosti. Drugk,

z uporaboACoVaR metode empimo analizirati prispevanje bank v Evroobijo
sistemskemu tveganju ter vpliv sistemskih faktorfegganja naACoVaR s testiranjem
sledeih hipotez:

Hipoteza 1: Banke evroobria z vejo bilantno vsoto imajo vgi ACoVaR
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Hipoteza 2: Banke evroobr@ja, ki operirajo z v&im vzvodom, imajo v&i ACoVaR
Hipoteza 3: Banke evroobrja z vejo beto imajo v&ji ACoVaR

Magistrsko delo je sestavljeno iz treh delov. Vagmvdelu se ukvarjam s konceptom
financne nestabilnosti. Po kratkem pregledu &fiiln teoreténih prispevkov analiziram
pomanijkljivosti predkriznega regulatornega pristopeedvsem njegovo procikhost in
tezave mikrobonitentega nadzora. V drugem delu @memn razline definicije
sistemskega tveganja in predstavim metodologijenadeliranje in merjenje sistemskega
tveganja. V tretiem delu analiziram prispevanje kban Evroobmaju sistemskemu
tveganju z uporabo metod€oVaR. V zaklj¢ku kratko povzamem Kkljine ugotovitve.

1 FINANCNA NESTABILNOST

Prva teoretina dognanja o fenomenu fingre nestabilnosti segajo v&aek modernega
kapitalizma. Pionir na tem podijo je bil Bagehot (1873), ki je vzroke likvidnostnpanik

in begov na banke pripisal tako endogenim kot es&sivg dejavnikom, kot primeren &a

za prepréevanje finatnih kriz pa je predlagal uporabo instituta posojdmlca v skrajni
sili. Po veliki depresiji je Fisher (1933) razvéddrijo finartnih kriz, ki temelji na dvojni
negativni spirali razdolZevanja in deflacije. Ppteoriji je sprozilec ekonomskih depresij
nevzdrzno visoka zadolZzenost ekonomskih subjekBroces razdolzevanja ima zaradi
padca povpraSevanja poskath precejSen negativen vpliv na cene, oba vplivakagaj
tvorita pozitivno povratno zanko, ki depresijo peig]ja.

Minsky (1982) je na podlagi Fisherjevega prispek&avil hipotezo finatine nestabilnosti,

ki temelji na padaj@ vzdrznosti kredithega financiranja v kapitakisih sistemih. Po
Minskyju (1982) so kreditni cikli posledica sprenaijoce se kapitalske strukture podjetij,
ki v ugodnih makroekonomskih razmerah pajejo zadolzenost, banke pa z rahljanjem
standardov posojanja zadolZzevanje dodatno vzpopgbwazakljuni fazi cikla postane
kapitalska struktura podjetij podobna piramidni rahesaj lahko obveznosti do bank
financirajo samo Se z dodatnim zadolzevanjem, kKas@na privede do prilagoditve v
obliki razdolzevanja in deflacije.

Teorija finartnega pospeSevanja se ukvarja z amplifikacijskiginki barcne kreditne
aktivnosti na gospodarske cikle. Bernanke in Gerl®89) analizirata amplifikacijski
ucinek kreditiranja tako, da model sploSnega ravnavemdgradita s trenji v obliki
stroskov preverjanja kakovosti dolznikov. Kashyamle (1993) analizirajo pomembnost
bartnega posojanja pri transmisiji monetarne politikeedtem ko Kiyotaki in Moore
(1997) amplifikacijski dinek modelirata z uporabo kreditnih omejitev.

Cecchetti et al. (2009) pri tem opozarjajo, d&ivae makroekonomskih modelov ne
vsebuje endogenih virov fin&ne nestabilnosti, tako da so primerni zgolj za iaoal
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odzivov na eksogene Soke. Prav modeliranje endbggmilcev finakne nestabilnosti je
po mnenju avtorjev eden oddjd izzivov moderne makroekonomske teorije.

Po daljSem obdobju relativno nizke volatilnosti eadnarodnem finamem okolju, ki so ga
v ZDA poimenovali Velika moderacija (glej Bernank¥)04), so se razmere po izbruhu
svetovne finatne krize mono zaostrile. Kriza je tako razblinila mit o robossti
financnih sektorjev najrazvitejSih drzav. Ta domnevagéodha temeljila na predpostavki,
da so banke z uporabo novih metod za upravljanyeganji uspele omejiti tveganja na
ravni celotnega finaimega sistema (za primer glej Greenspan, 2004). IRegu pri tem
vecinoma niso bili pozorni na negativhe posledice sgrememb, predvsem izrazito
poveanje finatnega vzvoda bank in razcvet trga kompleksnih kndditerivatov.

Kot ugotavljata Nijskens in Wagner (2011), je upi@&reditnih derivatov v predkriznem
obdobju posameznim bankam sicer omilgobolj uwinkovito upravljanje s kreditnim
tveganjem, vendar se jeéssno tveganje na sistemski ravnidmo pove€alo. Slednje je v
precejSnji meri posledica mikrobonitetnega regulaga pristopa, pri katerem se
regulatorji ukvarjajo predvsem s stabilnostjo posanih institucij, in ne celothega
financnega sistema.

1.2 Procikli¢énost banéne kapitalske regulative

Prociklicnost finanih sistemov navadno ozhge proces prekomernega prevzemanja
tveganj v obdobju rasti, ki pova negativne pritiske na gospodarstvo v obdobjusifce
Prociklicnost je posledica ekosgenih dejavnikov, npr. mai@nemskih trendov, in
endogenih dejavnikov, s katerimi se med drugim tkt@ hipoteza institucionalnega
spomina (glej Berger & Udell, 2003) in teorija flt@ega pospeSevanja. Dodaten endogen
vir financne prociklénosti so mednarodni bam kapitalski standardi oz. Baselski
standardi.

Na problem prociktinosti kapitalskih standardov, ki temeljijo na prpctehtanja tveganj,
opozarjata Blum in Hellwig (1995). Po njunem mnelajako rigidna aplikacija kapitalskih
standardov banke v obdobju recesije prisili v ziéavgnje kreditne aktivnosti, kar recesijo
dodatno poglablja. Navkljub tem pomislekom je pipntehtanja tveganj, ki je bil uveden z
Basel | standardom leta 1988, ostal osnova tudigmsjenega Basel Il standarda iz leta
2004. V Basel Il standardu je bila metodologijargeeanja kreditnega tveganja ter trznih
in operativnih tveganj v bankah (glej tabelo 1esiclEutno nadgrajena, vendar je problem
prociklicnosti ostal pere

Kashyap in Stein (2004) kot problengaid izpostavljata predvsem uporabo enega intervala
zaupanja pri ocenjevanju verjetnosti nastopa izzedeugodnih dogodkov, saj lahko
podcenitev te verjetnosti dbtno povéa tveganost bane aktive in povzré zmanjSanje
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kreditne aktivnosti. Togost Basel Il standardaaslpdino procikliénost izpostavljajo tudi
Altman, Brady, Resti and Sironi (2005), saj se dargegativne koreliranosti verjetnosti
neplaila in stopenj popléla obveznosti kapitalske zahteve bank v obdobjcesge
poveajo, v obdobju ekspanzije pa zmanjSajo, tako dalikra aktivhost bank zaradi
doseganja kapitalskih zahtev neposredno vplivaospagdarsko cikéinost.

Kot odgovor na pomanjkljivosti kapitalskih standavd ki so se pokazale med svetovno
financno krizo, je Basel Committee on Banking Supervig@dl0a) leta 2010 izdal Basel
[ll standarde, ki prinaSajo novosti predvsem narp&jd upravljanja z likvidnostjo in pri
strukturi kapitalskih zahtev. Poleg viSjega knlka jedrnega kapitala, Basel Ill uvaja dva
dodatna kapitalska blazilnika, in sicer varovalrapialni blazilnik in proticikleni
kapitalski blazilnik. Vloga prvega je zagotavljamemerne kapitaliziranosti bank, medtem
ko je slednji namenjen prilagajanju kapitalske lginee bank sistemskemu tveganju. Basel
[l standard sicer ne vsebuje metodoloSkega okeajanerjenje sistemskega tveganja.

1.2 Mikro- in makrobonitetne regulator ne politike

Cetudi je koncept makrobonitetnega nadzora v uparabdd 70-ih let prejSnjega stoletja
(glej Borio, 2003), makrobonitnetni pristop Se vednima celovitega metodoloSkega
okvirja. Arnold et al. (2012) to pomanijkljivost prsujejo predvsem omejenemu naboru
teorettne literature na temo makrobonitetnega nadzora.s&wn glede jasne delitve
mikrobonitetnih in makrobonitenih pristojnosti pa ljub temu pdasi oblikuje. KljiEno
razliko med obema pristopoma po Boriu (2003) peedgjo cilji, ki so pri
mikrobonitetnem nadzoru osred®mi predvsem na omejevanje izgub posameznih
institucij in potrosnikov, medtem ko se makrobotmienadzor ukvarja z omejevanjem
izgub na ravni sistema 0z. gospodarstva.

Po mnenju Gortona (2009) so bili mikrobonitetniejrmed svetovno gospodarsko krizo
newinkoviti zaradi specifinega razvoja krize, predvsem dejstva, da so &iagiegi na
banke igrali majhno vlogo. Dosti pomembnejSo viggbpoglabljanju in Siritvi krize so
imeli begi bank na druge banke ter izredno zaostli&aidnostne razmere na medbaam
trgu, kar opisuje Brunnermeier (2009).

Med ustrezne makrobonitetne ukrepe Bank of Eng(@2009) uvrga predvsem dinaréme
kapitalske zahteve. Te se lahko aplicirajo bod&rawvni celotnega fingnega sistema, v
kolikor odrazajo sistemske faktorje tveganja, ai pa ravni posamezne institucije, v
kolikor so predmet spectinega tveganja. Podobno funkcijo ima tudi sistemeahih
dinaminih rezerv, ki je bil leta 2000 vpeljan v Spanijldj Saurina, 2009), ki pa kljub
vsemu ni uspel odpraviti sistemskih neravnoves§panskem bamem sistemu, zaradi
katerih je moral evropski sklad EFSF v letu 201Ragitalizirati Spanske banke.
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2 SISTEMSKO TVEGANJE
2.1 Definicija sistemskega tveganja

Kaufman in Scott (2003) definirata sistemsko tvggdot verjetnost nastopa negativhega
dogodka, ki vpliva na vsélene sistema, medtem ko je sistemsko tveganje vnidsExu
posledica visoke stopnje koreliranosti donosnoathih nalozb in mnoZnih bargnih
bankrotov. Po Boriu (2003) sistemsko tveganje oajeaproces Siritve eksogenih ali
endogenih Sokov v fingnem sistemu zaradi povezav med bankami in prekasgarn
odziva na negativne informacije.

De Bandt in Hartmann (2000) sistemsko tveganjendeafia kot verjetnost pojava réh
sistemskih dogodkov, ki nimajo zgolj vpliva na paogaen trg ali institucijo, gapa se s
procesom okuzbe (angontagion) razSirijo na veliko Stevilo finamih institucij in imajo
precejSen negativen vpliv na delovanje fifra@ga sistema in celotnega gospodarstva
(koncept sistemskih dogodkov je ponazorjen v tabgeli

Po mnenju Kaufmana (1994) so postale banke po M#giresiji dosti bolj regulirane prav
zaradi veéje verjetnosti Sirjenja okuzenosti v liem sektorju. De Bandt in Hartmann
(2000) kanale za Sirjenje finame okuzenosti delita na neposredne povezave zaradi
skupnih izpostavljenosti in informacijskeéinke zaradi asimetfhe informiranosti (mogo
kanali Sirjenja finatine okuZenosti v b&nem sistemu so prikazani v tabeli 4).

2.2 Merjenje sistemskega tveganja
2.2.1 Modeli begov na banke in firtare okuZenosti

Vecina modernih modelov begov na banke temelji na ruode® ravnotezij Diamonda in
Dybviga (1983), ki koncept nelikvidnih sredstevvilmgo baknega sistema modelirata z
uporabo tehnoloskih ovir, zaradi katerih je dona$ndolgor@nih investicij ve&ja od
donosnosti kratkokmih investicij. Bakni depoziti v modelu so podobni zavarovanju, saj
agentom omogtjo uravnavanje lastne potrosSnj€asu. Begi na banke v tem modelu so
nakljucni dogodki, do katerih pride zaradi sprememb ¢agkovanjih agentov.

Gorton (1988) testira domnevo o nakhosti begov na banke z uporabo zgodovinskih
podatkov za ameriski fingni sistem. Rezultati njegove emgime analize kazejo, da je
gospodarska cikdnost igrala pomembno viogo pri ameriskih &aih panikah do vkljano
Velike depresije. Modela Allena in Galea (1998 i@0Q) prav tako vkljaujeta vpliv
gospodarskih ciklov, saj so begi na banke simulir&not posledica poslabSanja
gospodarskih razmer. Pomembna implikacija njunegaga modela je dejstvo, da lahko
vrednost nalozb v obdobju bare panike pade pod fundamentalno vrednost, medtem k
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drugim modelom pokazeta, da so dno povezani baimi sistemi, v katerih so vse banke
povezane z vsemi ostalimi, stabilnejSi od slaboeganih sistemov.

Rochet in Tirole (1996) kot moZen kanal za Sirjefif@néne okuzenosti analizirata trg
medbaxinih posojil. Njune ugotovitve kaZejo, da imajo otisptnosti prevelikih bank in
mocne povezanosti med bankami Ze relativno majhnidikestni Soki precejSen negativen
vpliv na stabilnost bamega sektorja. Ba&ne krize v modelu, ki ga razvijejo Freixas et al.
(2000), pa so posledica pomanjkljivega nadzora badkami v obdobjih presezne
razpoloZljivosti posojil.

Kodres in Pritsker (2002) analizirata vpliv zunanjiinformacijskin Sokov in
makroekonomskih sprememb na fidaa stabilnost z uporabo koncepta nep@stuh in
podwenih vlagateljev. Dokler je delez pagunih vlagateljev v dok®eni drzavi majhen, se
zunanji Soki zaradi prekomernega odziva negedih viagateljev v to drzavo ne samo
prelijejo, p& pa tudi oj&ajo.

Cifuentes et al. (2005) analizirajo vpliv volatibio cen nalozb na Siritev finane
okuzenosti. Podobno kot Allen in Gale (2000) tudi agotavljajo, da so bolj povezani
bartni sistemi stabilnejSi, vendar ima volatilnost aeadozb nelinearen vpliv na prodajo
nalozb v obdobju krize, zaradesar imajo ménejSi likvidnostni Soki izredno negativen
vpliv, saj pospesSujejo negativno spiralo prodajexiain padanja cen.

Diamond in Rajan (2005) analizirata pojav &r@h panik in finaine okuzZenosti z uporabo
koncepta skupnega bazena likvidnosti ter kombiimnailanénimi Soki, ki vkljucujejo
negativne tinke na strani nalozb in obveznosti bank. Za razlki ostalih modelov, je
Siritev okuzenosti v modelu Diamonda in Rajana B0@osledica izpostavljenosti
skupnemu bazenu likvidnosti in ne neposrednih paveaed posameznimi bankami.

Brunnermeier in Pedersen (2009) analizirata fenofkemdnostnih spiral kot posledico
asimetréne informiranosti bank, ki zaradi negativnih cenbvBokov povéajo marze za
financiranje Spekulativnega trgovanja, kar ima migga vpliv na likvidnost nalozb.
Acharya et al. (2009) modelirajo likvidnost v IBaem sistemu kot posledicex-ante

strateSkega pozicioniranja bank. Likvidnost in caabzb likvidiranih bank je odvisna od
strukture baénih bilanc ter razmerja med bammi in nebakinimi investitorji v modelu.

2.2.2 Modeli temelj&@ na teoriji omrezij

Vecina modelov finatine okuzenosti, ki uporabljajo teorijo omrezij, tdjmea algoritmu
navideznega bankrota, ki sta ga razvila Eisenberijae (2001). V mrezi n Stevilom
finanénih institucij, ki so med seboj povezane, algoritgareveri, ali lahko vsaka
posamezna institucija poravna svoje obveznosti stalib, ob predpostavki da so ostale
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obveznosti v sistemu poravnane. Pgkvatnem pregledu je moge institucije razvrstiti
glede na njihovo robustnost, torej na instituckesame niso zmoZne poravnati lastnih
obveznosti in institucije, ki postanejo nezmoZneapoati obveznosti zaradi Siritve
financne okuzenosti. Elsinger et al. (2006) s tem pr@tognalizirajo Avstrijski baini
sistem in ugotavljajo, da je za avstrijske bank#a/gerjetnost pojava fingne okuzenosti
kratkoraino kot pa dolgoréno ter da je pogoj za Siritev okuzenosti relativietiko Stevilo
zatetnih bankrotov bank.

Nier et al. (2008) oblikujejo naklggn model omrezja, v katerem so banke &ami
velikosti, finartna okuzenost pa se Siri podobno kot pri algoritraviseznega bankrota.
Rezultati simulacij modela kazejo, da je vpliv péaxeanja Stevila povezav med bankami v
mreZi na stabilnost sistema odvisen od kapitalsteemnosti bank. V kolikor je agregatna
kapitalska ustreznost bank nizka, potem povezave mnkami omogtajo hitrejSe
Sirjenje bagne okuZenosti. V nasprotnem primeru, ko je agreg&apitalska ustreznost
bank visoka, pa povezave med bankami izboljSajoustiiost sistema zaradi vpliva
diverzifikacije, podobno kot v modelu Allena in @al(2000).

2.2.3 Modeli prispevanja k sistemskemu tveganju

Metoda ACoVaR (Adrian & Brunnermeier, 2011) je mera prisggga posamezne
institucije sistemskemu tveganju, ki temelji na &eptu tvegane vrednosti (analita
definicija VaR je podana v edlai 1). ACoVaR je torej mera soodvisnosti posamezne
finan¢ne institucije in finatinega sistema, saj kaze spremembo pogojnega VarRriega
sistema, ko se VaR finane institucije spremeni glede na njeno normalnajsta
Analiticna definicijaACoVaR je podana v etlai 4.

Adrian in Brunnermeier (2011) analizirathCoVaR na vzorcu ameriSkih finamh
institucij z uporabo metode kvantilnih regresij. lRstnost rezultatov pa preverita z
uporabo diagonalnega bivariatnega (DVECH) model@3Sse avtoregresivne pogojne
heteroskedasinosti (GARCH). Ustreznost slednje metode potrjupapeicna analiza
Benoita el al. (2013), saj avtorji ugotavljajo, gaGARCH metodologija z dinagmimi
sekundarnimi momenti bolj ustrezna za ocenjevagleVaR kot pa kvantilne regresije.

Metoda préakovane sistemske izgube (SES), ki so jo razvihakga et al. (2010) temelji
na metodologiji pdakovane izgube (ES). Po definiciji Arznerja et @999) (analiitha
definicija je podana v egthi 5) je ES metodologija bolj robustna od VaR, ssgri
pricakovano izgubo, v primeru da je VaR presezen teezes kriterijjem koherentnih mer
tveganja. Acharya et al. (2010) definirajo margnoapricakovano izgubo kot a@oitljivost
ES posamezne institucije na spremembo relativneepadmmosti oz. velikosti te institucije
v financnem sistemu. Brownlees in Engle (2012) metodo MIE8atho nadgradita ter
razvijeta indeks sistemskega tveganja (SRISK), Wju¢uje ocene MES, velikosti in

69



financnega vzvoda posamezne institucije. Avtorja pridobitcene MES posameznih
institucij z uporabo modela GARCH z dinamiimi pogojnimi korelacijami (DCC). Huang
et al. (2009) razvijejo metodo stresne zavarovginemije (DIP), ki za ocenjevanje
prispevanja posamezne institucije sistemskemu tyegaporablja verjetnost nepgiéa
(PD) ter podatke o CDS razmikih.

2.2.4 Alternativni modeli

Med pomembnejSe alternativne modele merjenja sgtega tveganja se UVES pristop
Hartmanna et al. (2004), ki temelji na metodologiultivariatnin ekstremnih vrednosti.
Mednarodne finaine tokove avtorji modelirajo z modelom CAPM ter lanejo pojav
bega h kakovosti, ki ga oztige ekstremno s@asno poviSanje cen drzavnih obveznic,
medtem ko je finatna okuZenost posledica ekstremnih padcev cen delnic

Lehar (2005) predlaga uporabo indeksa sistemskeggamja, ki temelji na metodologiji
analize pogojnih obveznosti (CCA), medtem ko Gray Jobst (2013) za merjenje
sistemskega tveganja predlagata uporabo kombimgeangristopa, ki vkljduje
metodologiji ES in CCA. Basel Committee on Bankigpervision (2011) je v sklopu
sprememb mednarodne kae regulative oblikoval predlog za ocenjevanjeesistkega
tveganja najpomembnejSih svetovnih bank, ki temelg pristopu indikatorjev
(metodologija je povzeta v tabeli 5).

3 PRISPEVANJE BANK EVROOBMOCJA K SISTEMSKEMU TVEGANJU
3.1 ACoVar bank v evroobmodju

Prispevanje bank v evroobijo sistemskemu tveganju analiziram z uporabo metode
CoVaR (Adrian & Brunnermeier, 2011) za obdobje odabuarja 2000 to 31. decembra
2012 (skupaj 3330 podatkovnih ¢k). Pri tem celotno obdobje razdelim na dve
podobdobiji, ki predstavljata predkrizno obdobjeZl decembra 2002 do 31. decembra
2007 ter krizno obdobje od 2. januarja 2008 dod&tembra 2012 (obe obdobji sestavlja
1286 podatkovnih k).

Za med@asovo ocenjevanje VaR kCoVaR posameznih bank uporabim modele iz druzine
ARCH (glej Brownlees & Engle, 2012; Benoit et @&013). In sicer pridobim meédsovne
ocene VaR z porabo univariatnega modela GARCH(L&)aR pa ocenim z bivariatnim
modelom GARCH DCC(1,1), saj je slednji model gledespecifikacijo primeren tia za
ocenjevanje dinaminih korelacijskih struktur (glej Engle, 2002) ob isotnosti
heteroskedasinosti véasovnih vrstah (glej sliki 1 in 2).
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3.1.1 Podatki

Za empirtno analizoACoVaR bank evroobnéa uporabim dnevne cene delnic 46 bank iz
podatkovne baze Thomson Reuters Datastream, nagyokihterih izraunam dnevne
logaritemske donose. Banke v vzorcu so izbraneegheddostopnost in celovitasisovnih
vrst cen delnic v obdobju od 5. januarja 2000 tod&cembra 2012. Poleg tega so izbrane
zgolj tiste banke, katerih delnice so dovol;j likwed(banke, pri katerih je ¥éot 20 % vseh
dnevnih donosov delnic enakihénniso vkljuiene v vzorec). Kot priblizek za sistemsko
spremenljivko uporabim dnevne podatke o donosmodéksa Euro Stoxx Banks (simbol
SXT7E), ki je tehtano povp¥ge kapitalizacij visoko likvidnih delnic velikih lmk v
evroobmaju.

3.1.2 Model
3.1.2.1Casovno odvisni model VaR

Eksplicitna definicija VaR je podana v €ha 8. Za ocenjevanje VaR uporabim
ekonometrini pristop, ki ga predlaga Tsay (2010). Osnovni glaghevnih donosov je
podan v engbi 9. Aritmeticno sredino modeliram z uporabo enostavnega avEsgghkega
modela s tremic¢asovnimi zamiki AR(3) v en#i 10, ki omogda izlcitev
avtokoreliranosti izasovnih vrst donosov. Specifikacija reziduala agoesije je podana

v ena&bi 11, pricemer rezidual modeliram kot GARCH(1,1) proces wbna2. Proces za
pogojno varianco je podan v &ha 13, cenilka methsovne pogojne variance pa je podana
v enabi 14. Povpréja medasovnih ocen VaR za posamezne banke pri 99 % aiterv
zaupanja so podana v dodatku 4, tabeli 1.

3.1.2.2Casovno odvisni modedCoVaR

Po Benoit et al. (2013) in Adrian in Brunnermei2f11) je mog®e ACoVaR, v primeru

ko so pogojne porazdelitve dnevnih donosov sifeti ponazoriti v obliki zaprte reSitve.
Ob predpostavki, da so pogojne porazdelitve dnedniosov posameznih bank v vzorcu
in finantnega sistema bivariatne normalne (@#@al15), je pogojna standardna normalna
porazdelitev definirana z eflao 16 (glej Alexander, 2008). S standardiziranjem
parametrov v eri@di 3 dobim obliko zapisa CoVaR v &i 17, ki se poenostavi v zapis v
enabi 20, zaradi predpostavke, da so pogojne pordzdeiormalne.

Casovno odvisno volatilnost in pogojne korelacijenabi 20 ocenim z uporabo modela
GARCH DCC(1,1), ki ga je razvil Engle (2002). Modelsestavljen iz dveh specifikacij
pogojne variatno-kovariagne matrike. Prva specifikacije je podana vaEn22, v kateri
je pogojna korelacijska matrika definirana kot ifextu delitve pogojne variamo-
kovariartne matrike z uporabo diagonalne normalizacijskerik@atRezultat v endi 27
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dokazuje, da je matrikR; zares pogojna korelacijska matrika. Druga spedifjagrogojne
variartno-kovariagne matrike je podana v afia 28, ¢asovno odvisna cenilka pogojne
korelacije pa je podana v eité 29.

3.1.3 Rezultati

Podobno kot v prvotnentlanku Adriana in Brunnermeierja (2011) pré&serezultati
medtasovnih ocen VaR inCoVaR za vzorec bank v evroobépokazejo, da med obema
merama ni konkretne povezave (glej sliko 3). Talltat kaze, da je VaR kot samostojna
mera sistemskega tveganja bank lahko zav&gajea) relativne vrednosti VaR posameznih
bank ne odrazajo njihove relativhe sistemske tvegi@nNajveji VaR v vzorcu imajo
namre irske in grske banke, medtem ko imajo Spanskecéske in italijjanske banke
najvetji ACoVaR.

Med¢asovna povprga ocen VaR ilnACoVaR za vse banke v vzorcu so podana v sliki 4.
Za razliko od presmih podatkov, methsovne ocene kazejo na precejsnjo usklajenost
VaR in ACoVaR ocen bank v vzorcu. Slednji rezultat, toregna medasovna odvisnost

in nizka preséna odvisnost VaR inCoVaR, je v skladu z izsledki ocen ameriskih bank
¢lanku Adriana in Brunnermeierja (2011). V slikidbgredstavljeno me&dsovno povprge
ocen pogojne korelacije za vse banke v vzorcu. &led rezultat se je povgrea
korelacija med bankami in fin&anim sistemom p&asi povéevala v obdobju pred krizo ter
bila mano pozitivha v obdobju krize.

Rangiranje bank v vzorcu glede na sistemsko tvegagenjeno 2ACoVaR je podano v
dodatku 6, v tabelah 1-3. Rangiranje sistemsko afjajiveganjin bank po posameznih
obdobijih je relativno konsistentno, @emer na vrhu prevladujejo predvsem velike banke
v evroobmdju. Za vse banke v vzorcu je opazno splosno ¢mve tako VaR kot
ACoVaR v obdobju krize glede na predkrizno obdohf@oVaR se je v kriznem obdobju
najbolj poveal pri Intesi Sanpaolo (IT) in Banci Santander (E&)icer za 3,6 o.t., sledijo
Pohjola Pankki (FI), Unicredit (IT), in BBVA (ES) pove&anjem za 3.5 o.t. ter Erste
Group Bank (AT) s powanjem za 3.4 o.t (glej tabelo 1 v dodatku 4).

Banke, pri katerih je prislo v kriznem obdobju dgve&jih sprememb VaR pa so é&oma
banke iz drzalanic evroobmgja, ki so dozivele izredno hude lime krize. VaR Allied
Irish Bank (IR) se je tako poval za 11,5 o.t., VaR Bank of Ireland (IR) za 11.8,&/aR
Eurobank Ergasias (GR) za 7,9 o.t.,, VaR Alpha B@R) za 7,2 o.t. in VaR Bank of
Piraeus (GR) za 7,1 o.t.

Medc¢asovne ocene VaR\CoVaR in dnevnih donosov za tri najviSje rangirdnamke v
kriznem obdobju so podane v sliki 6. Pri vseh tsahkah je methsovna usklajenost VaR
in ACoVaR precejSnja, kar kaze na ino soodvisnost ekstremnih donosov posameznih

12



bank in finaknega sistema. To potrjujejo tudi Gedoma visoke methsovne ocene
pogojnih koeficientov korelacije (glej sliko 7), &0 se v obdobju krize gibale na intervalu
od 0,7 do 0,9. Na drugi strani pa so esbvne ocene pogojnih koeficientov korelacije
bank z visokim VaR in srednjevisokixCoVaR (glej sliko 8) gibale na intervalu med 0,2
in 0,7, po izbruhu evropske dolzniSke krize pasa@manjSale. Slednje kaze, da je prislo
po izbruhu evropske dolzniSke krize do odklona rakstremnimi donosi bank v najbolj
prizadetih drzavah evroobia in finartnega sistema.

3.2 Analiza dgjavnikov sistemskega tveganja

V empiriéni literaturi so kot najpomembnejSi dejavniki siakega tveganja fingnih
institucij izpostavljeni predvsem finani vzvod, velikost, (glej Brownlees & Engle, 2012,
in Acharya et al., 2010) ter beta in VaR (glej Aari& Brunnermeier, 2011). Empirio
analiziram tri hipoteze, v analizo pa vkijm tudi VaR zaradi pomembne m&g$ovne
vloge:

Hipoteza 1: Banke evroobrja z vejo bilancno vsoto imajo vgi ACoVaR
Hipoteza 2: Banke evroobr@ja, ki operirajo z v&im vzvodom, imajo v&i ACoVaR
Hipoteza 3: Banke evroobrja z vejo beto imajo v&ji ACoVaR

3.2.1 Spremenljivke

V empiricni analizi uporabimcetrtletne in letne bilame podatke iz podatkovne baze
Bloomberg za 44 bank v vzorcu téetrtletne povpréne medasovne ocene VaR in
ACoVaR. Bilartni podatki iz Bloomberg baze niso dostopni za bddink of Pireus in
General Bank of Greece, medtem ko so podatki zecéigke, irske in nizozemsko banko
dostopni samo na letni frekvenci. Panelni vzorekripa obdobje od 1¢etrtletja 2000 do

4. cetrtletja 2012 in vsebuje 1551 podatkovnilikioCetrtletne ocene bete za posamezne
banke v vzorcu ocenim s CAPM specifikacijo v @ia30 (glej Brigham & Daves, 2004,
str. 88). Finatini vzvod posameznih bank v vzorcu pa ocenim z upomaetode kvazi
trzne vrednosti nalozb, ki jo predlagajo Acharyale(2010) in je izréunana po formuli v
en&bi 31.

3.2.2 Model

Po Greeneu (2012) je ustrezna specifikacija mogbelaelnin podatkov odvisna od
predpostavke o korelacijski strukturi izgeaih vplivov in neodvisnih spremenljivk.
Ustrezen model izberem tako, da ocenim model sifikisvplivi (FE) z uporabo LSDV
metode in model z nakimimi vplivi (RE) z uporabo GLS metode ter opravim
Hausmanov specifikacijski test. Specifikacija madeglfiksnimi vplivi je podana v etlai
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32, specifikacija modela z nakgnimi vplivi pa v engbi 33. Oba modela vsebujeta vplive,
ki so speciftni za posamezne banke tasovne vplive.

Po Wooldridgeu (2010) Hausmanov test om@gtestiranje hipoteze o koreliranosti med
izpu&enimi vplivi in neodvisnimi spremenljivkami. FE meldemelji na predpostavki, da
korelacijska struktura obstaja, medtem ko RE &sielji na predpostavki, da so neodvisne
spremenljivke neodvisne od iz@ahih vplivov in porazdeljene nakfjpo. Rezultati
Hausmanovega testa za oba modela (glej tabelo tdatku 8) kazejo, da pri 99 %
intervalu zaupanja ne morem sprejeti hipoteze,edeaglika med &inkovito cenilko in
njeno razliko glede na n&ukovito cenilko razkna od nt. Posledino je za panelni
vzorec bolj primeren FE model.

3.2.3 Rezultati

Rezultati obeh panelnih modelov so podobni, vretif3se za FE model nekoliko visja
(glej tabelo 1 v dodatku 8). Pri modelu RE je oceegresijskega koeficienta za beto
statisttno zndilna pri 95 % intervalu zaupanja, medtem ko pri fiRBdelu ni statistino
zn&ilna. Ocene regresijskih koeficientov za ostalespiemenljivke so v obeh modelih
statisttno zndilne pri 99 % intervalu zaupanja, ocena regresijsrstante pa pri obeh
modelih ni znailna.

Rezultati panelne analize kaZejo, da hipoteze Inagaie zavrniti, saj je regresijski
koeficient za spremenljivko velikostSIZE) macno statisitho znd&ilen in pozitiven.
Koeficient je manjSi od 1, kar kaze na to, da dastvno povéanje bilatne vsote banke v
vzorcu za 1 mrd EUR pova ACoVaR banke za 22 b.t. Na drugi strani je na padlag
rezultatov panelne analize hipoteza 2 zavrnjeng, jsaregresijski koeficient za
spremenljivko finatni vzvod (EV) statisttno zn&ilen in negativen. MoZna razlaga
takega rezultata je dejstvo, da se fifranvzvod bank v vzorcu maloma poveéa po
poveanju ACoVaR (glej sliko 6 v dodatku 9), torej socje spremembe vzvoda bank
posledica sistemskih dogodkov in ne obratno.

Hipoteze 3 na podlagi rezultatov panelne analizaegae definitivno zavrniti ali sprejeti,
saj je pri FE modelu regresijski koeficient za spealjivko beta BETA statisttno
nezngilen in ima precej$njo standardno napakaeprav preséni podatki kaZejo na
dolocen linearni odnos med beto ACoVaR (glej sliko 1 v dodatku 9), pa néedovna
dinamika obeh spremenljivk ne kaze konkretnejSeepave (glej sliko 2 v dodatku 9).
Slednje vpliva predvsem na rezultat FE modela, poSteva zgolj variabilnost znotraj
posamezne skupine oz. posamezne banke v vzorcledifos je regresijski koeficient v
RE modelu statistho znd&ilen pri 95 % intervalu zaupanja, saj se lahko RBEdet
interpretira tudi kot tehtano povgje cenilk med skupinami in znotraj skupin (glej
Greene, 2012). Navkljub metodoloSki podobnosti tmeta inACoVaR, obe sta namie
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meri soodvisnosti delniSkih donosov posameznihiting} in financnega sistema, za
vzorec bank v evroobndfu beta nima razlagalne vrednosti. Ocenjeni regglidskoeficient

za spremenljivko VaR\aR) je statisttno znailen pri 99 % intervalu zaupanja, pozitiven
in manjsi od 1, kar kaZze na to, da ima p@arge VaR posamezne banke v vzorcu man;si,
pozitiven vpliv na pové&anjeACoVaR.

ZAKLJUCEK

Izredno turbulentno obdobje v mednarodnem fém&m okolju, ki se je Z&lo z izbruhom
svetovne finatne krize v letih 2007/08 je pomembno vplivalo narapggmatsko
spremembo finatnega regulatornega sistema. Poleg implementaciie koberentnih,
makrobonitetnih oblik nadzora je pokrizno obdolgerramoval tudi precejSen napredek v
metodoloskih reSitvah za ocenjevanje sistemske atvesgii finadnih institucij. Med
pomembnejSe nove metode tako spadajo MERVaR, SRISK in DIP.

V magistrskem delu sem analiziral sistemsko tvegad® bank v evroobnéu v obdobju

od 2000 do 2012, ki vklguje svetovno finatno krizo in z&etek evropske dolznisSke
krize. Na podlagi megsovnih ocen VaR ilmCoVaR posameznih bank sem oblikoval
lestvice sistemske tveganosti za posamezna opawowhbobja, ki kazejo, da so predvsem
vecje evropske banke razmeroma konstantno visoko mamgi Z analizo dejavnikov
sistemskega tveganja pa sem priSel do spoznanjmedéasovno na sistemsko tveganje
bank v evroobmgu, merjeno sACoVaR, pozitivho vplivata VaR in bilg@na vsota,
medtem ko ima finami vzvod negativen vpliv, beta pa zilaega vpliva naACoVaR
bank v evroobmé¢u nima.
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APPENDI X 1: LIST OF ABBREVIATIONS

Table 1:List of abbreviations

AR
ARCH
CAPM
CCA
CDS
Cl
CLO
CoES
CoVaR
ACoVaR
DIP
EAD
EBA
ECB
EFSF
EL

ES
ESRB
EWMA
FE
FSB
FSOC
GARCH
GARCH DCC

GARCH
DVECH
GDP
GLS
G-SIB
IMF
IRB
LCR
LGD
LSDV
LTRO

Autoregression

Autoregressive conditional heteroscedasticity
Capital asset pricing model
Contingent claims analysis

Credit default swap

Confidence interval

Collateralized debt obligation
Conditional expected shortfall
Conditional Value-at-Risk

Delta conditional Value-at-Risk
Distressed insurance premium
Exposure at default

European Banking Authority
European Central Bank

European Financial Stability Fund
Expected loss

Expected shortfall

European Systemic Risk Board
Exponentially weighted moving average
Fixed effects

Financial Stability Board

Financial Stability Oversight Counsel

General autoregressive conditional hetercastatity
General autoregressive conditional heteroscedysith dynamic

conditional correlations

General autoregressive conditional heteroscediysivwith a diagonal vech

structure

Gross domestic product
Generalized least squares

Global systemically important bank
International Monetary Fund
Internal rating based approach
Liquidity coverage ratio

Loss given default

Least squares dummy variable
Long-term refinancing operation

1



Table 1 continued

MES
NSFR
oTC
PCA
PD
PIT
RE
RWA
SES
SIvV
SRISK
TBTF
TTC
UL
VaR
VAR

Maturity

Marginal expected shortfall
Net stable funding ratio
Over-the-counter

Principal component analysis
Probability of default
Point-in-time

Random effects

Risk weighted assets
Systemic expected shortfall
Systemic risk index based on assets
Systemic risk index
Too-big-to-fail
Through-the-cycle
Unexpected loss
Value-at-Risk

Vector autoregression




APPENDI X 2: Examples of macroprudential instruments

Table 1:Examples of macroprudential instruments

1) Risk
management
methodologies

Examples

By banks

By supervisors

Risk measures calibrated through the @ycle the cycle through

Cyclical conditionality in supervisory ratings dfrhs, measures of
systemic vulnerability (e.g. commonality of expasurand risk
profiles, intensity of inter-firm linkages) as bador calibration of
prudential tools, Communication of official assessis of systemic
vulnerability and outcomes of macro stress tests

2) Financial
reporting

Accounting
standards

Prudential filters

Disclosures

Use of less procyclical accounting standards, dyoanovisions

Adjust accounting figures as a basis for calibrataf prudential
tools, Prudential provisions as add-on to capisahoothing via
moving averages of such measures, time-varying etarfpr
provisions or for maximum provision rate

Disclosures of various types of risk (e.g. cretiquidity) and of
uncertainty about risk estimates and valuatiorfsencial reports or
disclosures

3) Regulatory
capital

Pillar 1

Pillar 2

Systemic capital surcharge, reduced sensitivityegilatory capital
requirements to current point in the cycle and widspect to
movements in measured risk, cycle-dependent migltif the point-
in-time capital figure, increased regulatory cdprequirements for
particular exposure types (higher risk weights tlanthe basis of
Basel Il, for macroprudential reasons)

Link of supervisory review to state of the cycle

4) Funding
liquidity
standards

Cyclically-dependent funding liquidity requirementsoncentration
limits, FX lending restrictions, FX reserve requm@nts, currency
mismatch limits, open FX position limits

5) Collateral
arrangements

Time-varying Loan-to-value (LTV) ratios, conservati maximum
loan-to-value ratios and valuation methodologiescfalateral, limit
extension of credit based on increases in assaevathrough-the-
cycle margining




Table 1 continued

6) Risk
concentration
limits

Quantitative limits to growth of individual type$ exposures, (time-
varying) interest rate surcharges for particulgesyof loans

7) Compensation
schemes

Guidelines linking performance-related pay to etedonger-horizon

measures of risk, back-loading of pay-offs, sumEm review
process for enforcement

8) Profit
distribution
restrictions

Limit dividend payments in good times to help builg capital
buffers in bad times

9) Insurance
mechanisms

Contingent capital infusions, pre-funded systemgk rinsurance
schemes financed by levy related to bank asset tgrdveyond
certain allowance, pre-funded deposit insuranceh wremia
sensitive to macro (systemic risk) in addition tecmm (institution
specific) parameters

10) Managing
failureand
resolution

Exit management policy conditional on systemic rgjth, trigger
points for supervisory intervention stricter in lbo® than in periods
of systemic distress

Source: G. Galati & R. Moessner, Macroprudentididye- A Literature Overview, 2011, p. 10.



APPENDI X 3: Descriptive statistics

Table 1:Descriptive statistics for banks in the sample

Descriptive statistics*

Bank Country  Min Max Mean Stddev  Corr
1 Erste Group Bank AT -0.2001 0.1703 0.0002 0.0274 0.6299
2 Dexia BE -0.3517 0.3001 -0.0016 0.0353 0.5394
3 KBC Group BE  -0.2866 0.4048 -0.0002 0.0332 0.6692
4 Bank of Cyprus cy  -0.1452 0.2007 -0.0011 0.0273 0.2842
5 Hellenic Bank CY -0.1892 0.1613 -0.0011 0.0237 0.2618
6 Commerzbank DE -0.2825 0.1946 -0.0009 0.0302 0.7096
7 Deutschebank DE -0.1807 0.2231 -0.0002 0.0259 0.8038
g KB Deutsche DE  -0.2727 04927 -0.0011 00327 0.2167
Industriebank
9 Banco Popular Espanc ES -0.1315 0.1880 -0.0005 0.0205 0.7143
10 Banco Santander ES -0.1272 0.2088 -0.0001 0.0230 0.8765
11 Bankinter ES  -0.1239 0.1354 -0.0003 0.0222 0.6508
12 BBVA ES  -0.1367 0.1991 -0.0002 0.0225 0.8901
13 Pohjola Pankki FI  -0.1812 0.1964 0.0003 0.0210 0.5308
14 BNP Paribas FR  -0.1893 0.1898 0.0000 0.0258 0.8780
15 CréditAgricole Alpes o 54179 01795 -0.0002 0.0149 0.1270
Provence
16 g:gge’*g”co'e llede  r  .0.1956 01906 0.0001 00153 0.1608
17 CIC FR  -0.0874 0.1049 0.0000 0.0141 0.2906
Caisse Régionale de
18 Creédit Agricole d'lle-et- FR -0.0930 0.1033 -0.0001 0.0152 0.1682
Vilaine
19 grrjggeAg”co'e Nordde o 01205 00953 -0.0002 0.0147 0.2094
20 Natixis FR  -0.1922 0.3279 -0.0002 0.0282 0.6430
21 Société Général FR  -0.1771 0.2143 -0.0002 0.0287 0.8584
22 Alpha Bank GR 02159 0.2624 -0.0008 0.0356 0.3718
23 Attica Bank GR  -05064 03525 -0.0010 0.0378 0.2537
24 Bank of Greece GR -0.1545 0.1816 -0.0005 0.0213 0.2869
25 Bank of Piraeus GR -0.2559 0.2803 -0.0010 0.0348 0.3619
26 Eurobank Ergasias GR -0.2263 0.2584 -0.0011 0.0359 0.3494
27 General Bank of Greec GR  -0.2231 0.2607 -0.0024 0.0358 0.2825
28 National Bank of GR  -0.2331 0.2557 -0.0009 0.0332 0.4437
29 Allied Irish Banks IR -0.8824 0.3610 -0.0016 0.0466 0.3963
30 Bank of Ireland IR -0.7931 0.3927 -0.0011 0.0458 0.4359
31 Banca Carige IT -0.1165 0.1507 -0.0002 0.0183 0.5276
32 panca Monte bel T 01553 01620 -0.0007 0.0233 0.6700
Banca Popolare d T  -0.2829 0.2015 -0.0005 0.0260 0.6305

Milano
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Table 1 continued

Bank Country Min Max Mean Stddev  Corr
34 Banca Popolare IT 0.1126 0.1448 -0.0003 0.0183 0.5094
Emilia Romagna
35 Banca Popolare IT -0.1090 0.1258 -0.0008 0.0183 0.4250
Etruria Lazio
3 Banco di Desio e IT 0.1207 0.1122 -0.0001 0.0187 0.3123
della Brianza
37 Banco di Sardegn: IT 0.0932 0.1551 -0.0003 0.0172 0.3155
38 Banco Popolare T .0.1787 0.1735 -0.0006 0.0251 0.6421
39 Credito T .0.1229 01125 0.0000 0.0163 0.2456
Bergamasco
40 Credito Emiliano T -0.1597 0.1704 -0.0001 0.0242 0.6088
41 Intesa Sanpaolo IT -0.1846 0.1796 -0.0003 0.0269 0.7921
42 Mediobanca T 0.1101 0.1533 -0.0002 0.0199 0.6608
43 Unicredit IT -0.1895 0.1901 -0.0006 0.0270 0.8181
44 van Lanschot NL -0.0965 0.1088 -0.0003 0.0149 0.2024
45 Banco BPI PT 0.1165 0.2302 -0.0004 0.0203 0.5049
46 ggzﬁf Espirito PT -0.1322 0.1530 -0.0005 0.0187 0.5523
EUROSTOXX .0.1083 0.1776 -0.0003 0.0200 1
Banks

*Note: values are calculated for daily log retursample from 5 Jan 2000 to 31 Dec 2012, 3330
observations. Corr is the uncoditional correlatbmefficient between individual bank returns and
the returns of the EUROSTOXX Banks Index.




APPENDI X 4: Estimates of VaR and ACoVaR for Eurozone banks

Table 1:Estimates of VaR with GARCH (1,1) atdoVaR with GARCH DCC (1,1) at

99% CI*
Dec 2002 - Dec| Jan 2008 - Dec| Jan 2000 - Dec
2007 2012 2012
A A A
Bank Country VaR CoVaR| VaR CovVaR| VaR CoVaR
1 Erste Group Bank AT 3.7817 0.9920| 8.0930 4.3516| 5.5190 2.3406
2 Dexia BE  3.3565 1.5972| 10.356 3.4719| 6.4235 2.3469
3 KBC Group BE  3.1654 1.4594| 10.097 4.3512| 6.2030 2.7302
4 Bank of Cyprus CY 3.8879 0.4914| 7.9112 2.0330| 5.5838 1.1066
5 Hellenic Bank CcY 42513 0.5006| 6.0107 1.9394| 5.1464 1.0604
6 Commerzbank DE 44329 1.5586| 8.2022 4.3415| 6.1107 2.8485
7 Deutschebank DE  3.4183 1.8458| 6.8378 4.7565| 5.2797 3.2667
g IKB Deutsche DE  3.7050 0.8696| 10.204 1.0827| 6.8455 0.9604
Industriebank
9 Egg;ﬁoﬁ"’p“'ar ES 23890 1.4635| 6.1485 4.7372| 4.2935 2.8233
10 Banco Santander ~ ES  3.0169 1.9496| 6.0945 5.5107| 4.8720 3.6045
11 Bankinter ES  3.2237 1.4955| 6.1301 4.3132| 4.7644 2.7331
12 BBVA ES 29971 1.9760| 6.0619 5.4304| 4.7539 3.6472
13 Pohjola Pankki FI  3.4235 0.5734| 6.1141 4.0995| 4.5100 1.9337
14 BNP Paribas FR  3.3749 2.0283| 7.2372 5.2418| 5.2821 3.5594
15 Crédit Agricole FR  1.4504 0.0525| 3.7235 1.1942| 2.8195 0.5371
Alpes Provence
16 CreditAgricolelle o 57621 0.4368| 3.2958 1.4272| 3.2780 0.6616
de France
17 CIC FR  2.9129 0.1937| 3.7346 2.3141| 3.1536 1.1288
Caisse Régionale ¢
18 Crédit Agricole FR  2.4587 0.0420| 4.2593 1.4038| 3.3521 0.6453
d'lle-et-Vilaine
1g Credit Agricole FR  2.3668 0.2182| 3.8925 1.9119| 3.2131 0.8086
Nord de France
20 Natixis FR  3.6245 1.0587| 8.8878 4.2773| 5.5732 2.5117
21 Société Général FR  3.5068 2.0041| 8.2207 5.2430| 5.9761 3.4991
22 Alpha Bank GR  4.0404 0.9169| 11.216 2.5952| 6.9382 1.6336
23 Attica Bank GR  6.3814 0.5951| 11.139 1.8356| 8.1793 1.1020
24 Bank of Greece GR 3.1546 0.4511| 5.1940 2.1866| 4.4417 1.1825
25 Bank of Piraeus GR  3.8986 0.9674| 10.954 2.6120| 6.7078 1.6706
26 Eurobank Ergasias GR 3.6827 0.8463| 11.578 2.6833| 6.7384 1.6186
27 gf;fég' Bankof  ~o 49168 0.6884| 10.838 1.7278| 7.3104 1.2151
o8 (N;é'gg:' Bankof  ~n 41493 0.9623| 10.400 3.0184| 6.7275 1.8563
29 Allied Irish Banks IR 3.2219 1.2542| 14.686 2.5025| 8.3147 1.8255
30 Bank of Ireland IR 3.2452 1.1497| 14.495 3.0367| 8.0549 1.9006
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Table 1 continued

Dec 2002 - Dec| Jan 2008 - Dec| Jan 2000 - Dec

2007 2012 2012
A A A

Bank Country VaR CoVaR| VaR CovaR| VaR CoVaR
31 Banca Carige IT 2.6040 0.7005| 5.7103 3.7768| 3.6686 1.8986
32 ﬁ:ggﬁi'\"onte Dei 1 33593 1.4120| 6.4517 4.2933| 4.9376 2.7205
33 mg‘r’]"z‘) Popolare di .+ 37456 1.3075| 7.2688 4.2471| 5.6596 2.5942
34 Banca Popolare IT  1.7353 0.3785| 6.0290 3.6729| 3.8376 1.6915

Emilia Romagna
35 Banca Popolare IT  3.0712 0.7446| 5.1220 2.9944| 3.9027 1.6935

Etruria Lazio

36 BancodiDesioe . 39g85 (05511| 4.1639 2.3854| 4.2219 1.2896
della Brianza

37 Banco di Sardegna T 2.5106 0.5976| 4.3295 2.0927| 3.6601 1.3059

38 Banco Popolare IT 3.2032 1.3079| 7.6088 4.2804| 5.1939 2.5577
39 Credito T 2.9149 0.4562| 4.4951 1.6981| 3.5575 0.9700
Bergamasco
40 Credito Emiliano IT  3.6820 1.2657| 6.3475 4.0108| 5.3544 2.4803
41 Intesa Sanpaolo IT  3.5093 1.5356| 7.2024 5.1668| 5.5625 3.1351
42 Mediobanca IT  3.0516 1.4158| 5.3034 4.3701| 4.3287 2.7438
43 Unicredit IT  2.8977 1.6535| 7.9812 5.1558| 5.3400 3.2707
44 vVan Lanschot NL  3.0071 0.5102| 3.6307 1.2878| 3.3350 0.8293
45 Banco BPI PT  2.8183 0.6201| 5.9326 3.5912| 4.4076 1.9316
46 gggfg’ Espirito PT 15378 0.8433| 6.0894 3.7887| 3.5913 2.1478

*Note: values are averages of estimated time s@re=onditional variances and conditional
correlations; the 2002-07 interval and the 2008At@rval are of equal length (1286 observations
each).A CoVaR and VaR are given in %.




APPENDI X 5: VaR and ACoVaR of Eurozone banksfor both subperiods

ACoVaR (99% CI)

ACoVaR (99% CI)

Figure 1:VaR and1CoVaR (99% CI), 2002-2007 (in %)
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APPENDI X 6: Systemic risk rankings of Eurozone banks

Table 1:Pre-crisis period (2002-2007)

Bank Country ACoVaR

1 BNP Paribas FR 2.0283
2 Société Général FR 2.0041
3 BBVA ES 1.9760
4 Banco Santander ES 1.9496
5 Deutschebank DE 1.8458
6 Unicredit IT 1.6535
7 Dexia BE 1.5972
8 Commerzbank DE 1.5586
9 Intesa Sanpaolo IT 1.5356
10 Bankinter ES 1.4955

Table 2:Crisis period (2008-2012)

Bank Country ACoVaR

1 Banco Santander ES 5.5107
2 BBVA ES 5.4304
3 Société Général FR 5.2430
4 BNP Paribas FR 5.2418
5 Intesa Sanpaolo IT 5.1668
6 Unicredit IT 5.1558
7 Deutschebank DE 4.7565
8 Banco Popular Espanol ES 47372
9 Mediobanca IT 4.3701
10 Erste Group Bank AT 4.3516

Table 3:Entire sample period (2000-2012)

Bank Country ACoVaR
1 BBVA ES 3.6472
2 Banco Santander ES 3.6045
3 BNP Paribas FR 3.5594
4  Société Général FR 3.4991
5 Unicredit IT 3.2707
6 Deutschebank DE 3.2667
7 Intesa Sanpaolo IT 3.1351
8 Commerzbank DE 2.8485
9 Banco Popular Espanol ES 2.8233
10 Mediobanca IT 2.7438
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APPENDI X 7: Descriptive statistics for panel data

Table 1:Descriptive statistics for panel data

ACoVaR VaR Beta Size Leverage

min -0.7164 0.4465 -0.3895 1 2.01

max 2.1076 38.0181 10.1583 2289 717.56
average  0.5992 5.1546 2.0026 191 23.02
std.dev 0.4265 3.3072 1.6821 342 32.53
Total number of observations 1551
Total number of groups 44

Average number of observations per group 35.25

Note: ACoVaR and VaR are given in % and calculated at @99ize is given in bn EUR.

APPENDI X 8: Results of panel data models

Table 1:Results of panel data models

1Q 2000-4Q 2012

1Q 2002-4Q 2007

1Q 2008-4Q 2012

FE (LSDV) RE (GLS)

FE (LSDV) RE (GLS)

FE (LSDV) RE (GLS)

Dependent variabl ACoVaR  ACoVaR | ACoVaR ACoVaR | ACoVaR ACoVaR
VaR 0.3644***  0.3487** | 0.47**  0.3608** | 0.2988*** (0.1924***
[0.0108] [0.011] [0.0175] [0.0198] [0.0161] [0.0172]
(33.69) (31.62) (26.82) (18.24) (18.52) (0.0198)
Beta -0.0908  0.2634** | -0.517**  0.1787** | -0.5692*** 1.2348***
[0.1098] [0.1012] [0.0923] [0.0907] [0.2031] [0.1753]
(-0.83) (2.6) (-5.6) (2.97) (-2.8) (7.04)
Size 0.0222***  (0.0159*** 0.0024  0.0131*** 0.0039  0.0095***
[0.0018] [0.0012] [0.0028] [0.0016] [0.0076] [0.0014]
(12.15) (13.2) (0.88) (8.35) (0.51) (6.94)
Leverage -0.0107*** -0.0108*** | -0.0083 -0.0129*** | -0.01***  -0.0119***
[0.001] [0.0011] [0.0036] [0.0031] [0.0012] [0.0013]
(-10.29) (-10.07) (-2.3) (-4.23) (-8.18) (-8.88)
Constant 0.3066* 0.1677* -0.1752 -0.0585 | 2.5676*** 1.2534***
[0.1734] [0.0904] [0.1696] [0.0865] [0.3676] [0.1523]
2.77) (1.85) (-1.03) (-0.68) (6.98) (8.23)
R? 0.6361 0.4411 0.7004 0.4223 0.6428 0.3523
Hausman test 32.89 244.09 239.60
{0.0000} {0.0000} {0.0000}

Note: Both models include time effects. Standardrerare given in squared brackets, t-values are
given in round brackets. * indicates significantd& @ ClI, ** at 5% CI and *** at 1% CIl. Hasuman

test HO: difference between fixed and random edfestnot systematic, test statistic is distributed
Chi2 with 4 degrees of freedom, p value is giveourly brackets.
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APPENDI X 9: Systemic risk factors

Figure 1:Average beta andCoVaR (in %) by bank
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Figure 2:Intertemporal average beta amtCoVaR (in %)
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ACoVaR (99% CI)

Figure 3:Average size in bn EUR an€oVaR (in %) by bank
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Figure 4:Intertemporal average size in bn EUR at@@oVaR (in %)
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ACoVaR (99% CI)



ACoVaR (99% ClI)

Leverage

Figure 5:Average leverage atiCoVaR (in %) by bank
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Figure 6:Intertemporal average leverage an@oVaR (in %)
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